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Deep Learning for Computer Vision (III)

Learning Objectives

» Learn the basic concepts of transfer learning.
« Learn how to use a pretrained network to significantly
increase the accuracy of image classification task.



Improve Performance of Your CNN Model

Network architecture
— Number of hidden layers (network depth)
— Number of neurons in each layer (layer width)
— Activation type
Learning and optimization
— Learning rate and decay schedule
— Mini-batch size
— Optimization algorithms
— Number of training iterations or epochs (and early stopping criteria)
Regularization techniques to avoid overfitting
— L2 regularization
— Dropout layers
— Data augmentation

Batch normalization
Transfer learning
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Transfer Learning

TL will be the next driver of ML commercial success after supervised learning,
Andrew Ng (2016 NIPS)
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Transfer Learning

* Transfer learning is one of the most important techniques of
deep learning.

* Loosely, transfer learning is referred to a situation where what
has been learned in one setting is exploited to improve
generalization in another setting.

Traditional Approach Transfer Learning

(without Transfer Learning)
We train for each task in isolation

We leverage knowledge from existing tasks
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Typical Benefit of Transfer Learning

Better Final
Parformance

Faster Tralning

Performance

*===« With Transfer Learning

w— Without Transfer Learning

Better Initial
Parformance

Training Time
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Transfer Learning: A Formal Definition

* The definition of transfer learning is given in terms of domains
M
and tasks.

* Adomain D consists of a feature space X and a probability
distribution P(X) where X = {x,x, ..., x,} EX
* Atask T consists of a label space Y and a predictive function

fiX—Y

Given a source domain D and a learning task Ty, a target domain
D and a learning task T, transfer learning aims to help improve the

D
learning of the target predictive function &( ) for the target domain
using the knowledge in Dg and T, where Dy # D, or T # T,
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Domain Adaptation: A Subfield of Transfer Learning

Domain adaptation is a specific scenario where the label space
remains same, yet the probabilities between source and target
domains change P(X,) + P(X;)
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Waymo’s Cars Drive 10 Million Miles (A Day in
Virtual Space, 10 Years in Real Space)

http://dipakramoliya.com/uncategorized/in-a-perilous-virtual-world-waymos-cars-drive-10-million-miles-a-day/
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Domain Adaptation for Rebar Image Segmentation

 Domain variance in rebar dataset:
rebar assembly, collecting time, shootin sition
P S SN

« Domain adversarial training: reduce discrepancy between domains
 Domain classifier: try to distinguish between source and target domain
* Feature extractor: try to fool domain classifier while training model
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Domain Adaptation for Rebar Point Cloud
Segmentation

Task: 3D semantic segmentation
Classes:

1. Background

2. Main rebars (E£#5)

3. Ties (fifh)

Source Data
Virtual (parametric
Update modeling by Revit)
< — Labeled (automatic)

Point Transformer
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Update 0

Source Data
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Domain Classifier J
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Target Data
— Real (SfM + MVS)
— Unlabeled

Model Architecture
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Transfer Learning for Image
Classification
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Transfer Learning for Image Classification: Rationale

* ACNN learns the features in a dataset step by step in increasing levels of complexity. These are
called feature maps. The deeper you go through the network layers, the more image-specific
features are learned. L —
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Transfer Learning for Image Classification: How

neural network (often a complex NN such as(ResNgt) and use
their optimized parametertrained on a large dataset
as a starting point to train our model on a smaller dataset for a
given task.

 See CNN_Transfer _Learning_Partl.pdf

* Instead of starting from scratch, we can Ieverafe a pretrained

Classifier

Feature map 1 Feature map 2 Feature map 3 Feature map 4

Input

Retrain the 4-5 4--: 4-5
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feature extractor
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Transfer Learning Scenarios

souvee
Size of the Similarity of the original
SCenan target data and new datasets Spproseh
@ Small Similar Pretrained network as a feature extractor
A " 2 WVAAAS S ———
2 / Large @= Similar Fine-tune through the full network
@ Small Very different Fine-tune from activations earlier in the
L)
SMNASSSS network
4 Large C— Very different Fine-tune through the entire network

e Scenario 3: see CNN_Transfer_Learning_Part2.pdf
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Summary: Transfer Learning Scenarios and Strategies

Scenario #1: You have a small dataset
that is similar to the source dataset.

Scenario #2: You have a large dataset
that is similar to the source dataset.

Scenario #3: You have a small dataset
that is different from the source dataset.

Scenario #4: You have a large dataset
that is different from the source dataset.
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Summary: Transfer Learning

* Given a source domain D, and a learning task T, a target
domain D; and a learning task T, transfer learning aims to help
improve the learning of the target predictive function f;(-) for
the target domain using the knowledge in Dg and Ty, where
Dy # D orTg #+ Ty

 Domain adaptation is a subfield of transfer learning where the
label space remains same, yet the probabilities between source
and target domains change P(X;) + P(X;)

* Transfer learning migrates the knowledge learned from the
source dataset to the target dataset, to save training time and

computational cost and to improve generalization in target

* The two main transfer learning approaches for image
classification are using a pretrained network as a feature
extractor, and fine-tuning.
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Relationship of transfer learning to other learning paradigms

X =7

»| Supervised learning
£(X)
— ]
) ) ) Exploring target
____________ | Semi-supervised learning domain/task unlabeled data
! Lack of labeled data |
> Active learning Obtaining more target domain/task
labeled data with cost
y4
g Transfer learning ‘Source domain/task

Reusing source domain/task data and/or model via
domain/task commonality

Yang et al., Transfer Learning, Cambridge University Press, 2020.

C-S David Chen, Department of Civil Engineering, National Taiwan University



