
Fundamentals of Deep Learning (I)

Learning Objectives

• Learn the fundamental concept of deep learning.
• Learn the concept of artificial neural network (ANN)
• Learn the perceptron: the simplest ANN model and the 

training process.

https://www.sli.do/
#073374



Artificial Intelligence
Machine Learning & Deep Learning

Source: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/
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Fun Time: what does the “deep” in deep learning stand for? (1) 
depth of understanding (2) depth of math (3) depth of layers
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(Artificial) Neural Networks (ANN): The Heart of Deep Learning

38 CHAPTER 2 Deep learning and neural networks

also called a multilayer perceptron, which is more intuitive because it implies that the net-
work consists of perceptrons structured in multiple layers. Both terms, MLP and ANN,
are used interchangeably to describe this neural network architecture.

 In the MLP diagram in figure 2.2, each node is called a neuron. We will discuss how
MLP networks work soon, but first let’s zoom in on the most basic component of the
neural network: the perceptron. Once you understand how a single perceptron works,
it will become more intuitive to understand how multiple perceptrons work together
to learn data features.

2.1.1 What is a perceptron?

The most simple neural network is the perceptron, which consists of a single neuron.
Conceptually, the perceptron functions in a manner similar to a biological neuron
(figure 2.3). A biological neuron receives electrical signals from its dendrites, modu-
lates the electrical signals in various amounts, and then fires an output signal through
its synapses only when the total strength of the input signals exceeds a certain thresh-
old. The output is then fed to another neuron, and so forth.

 To model the biological neuron phenomenon, the artificial neuron performs two
consecutive functions: it calculates the weighted sum of the inputs to represent the total
strength of the input signals, and it applies a step function to the result to determine
whether to fire the output 1 if the signal exceeds a certain threshold or 0 if the signal
doesn’t exceed the threshold. 

 As we discussed in chapter 1, not all input features are equally useful or important.
To represent that, each input node is assigned a weight value, called its connection
weight, to reflect its importance.

Input

Artificial neural network (ANN)

Layers of neurons

Output

Figure 2.2 An artificial neural network consists of layers of nodes, or neurons connected with edges. 
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ANN is a collection of simple processing units (nodes) that are connected by directed links 
(edges)
• Every node receives signals from incoming edges, performs computations, and transmits 

signals to outgoing edges
• Analogous to human brain where nodes are neurons and signals are electrical impulses
• Weight of an edge determines the strength of connection between the nodes

𝑦 = 𝑓(𝑥)



Brief History of Neural Networks



Increase of Performance and Layers on ImageNet Classification 
Over Time



Speech Recognition Progress Over Time



https://en.wikipedia.org/wiki/Progress_in_artificial_intelligence

Progress in Artificial Intelligence

• super-human: performs better than all humans: 
Go (2017)

• high-human: performs better than most humans: 
StarCraft II (2019)

• par-human: performs similarly to most humans: 
Image Classification, Handwritten Classification

• sub-human: performs worse than most humans: 
Speech Recognition (nearly equal to human 
performance)
Robotics (various robotics tasks that may require 
advances in robot hardware as well as)
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Boston Dynamics 2017
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DARPA Robot Competition
https://www.youtube.com/watch?v=g0TaYhjpOfo
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Autonomous Indoor Navigation Systems

Jetson Xavier NX
onboard computer to process the sensor data

Pixhawk
flight control unit to control the basic movemont of UAV

Intel Realsense T265
provide high precision UAV position for 

Indoor environment where GPS is 

unreachable

Intel Realsense D435
depth image and color image for mapping
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Experiment

Indoor Flying Experiment @ CRB 411  
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Experiment



AI pioneer Geoffrey Hinton: “Deep 
learning is going to be able to do 
everything.

https://www.technologyreview.com/2020/11/03/1011616/ai-
godfather-geoffrey-hinton-deep-learning-will-do-everything/



AI pioneer Geoffrey Hinton: “Deep 
learning is going to be able to do 
everything.

https://www.technologyreview.com/2020/11/03/1011616/ai-
godfather-geoffrey-hinton-deep-learning-will-do-everything/
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Why Deep?
Most of the contents are adapted from Hung-Yi Lee, Machine Learning (2017)
http://speech.ee.ntu.edu.tw/~tlkagk/courses_ML17_2.html



credit: Hung-Yi Lee, http://speech.ee.ntu.edu.tw/~tlkagk/courses_ML17_2.html



Fun Time: given the same number of parameters for a fat+short
vs. thin+tall neural network model,  which one will perform 
better? (1) fat+short (2) thin+tall (3) no difference

#073374

credit: Hung-Yi Lee, 
http://speech.ee.ntu.edu.tw/~tl
kagk/courses_ML17_2.html
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Classifier 2’s performance is NOT ok 
because of lack of training examples



Each basic classifier can have 
sufficient training examples

credit: Hung-Yi Lee, http://speech.ee.ntu.edu.tw/~tlkagk/courses_ML17_2.html
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credit: Hung-Yi Lee, http://speech.ee.ntu.edu.tw/~tlkagk/courses_ML17_2.html
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Deep Learning: Modularization 
and Feature Extraction



Deep Learning: Modularization and Feature Extraction
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ANN (Artificial Neural Network): 
Perceptron
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(Artificial) Neural Networks (ANN): The Heart of Deep Learning

ANN is a collection of simple processing units (nodes) that are connected by directed links 
(edges)
• Every node receives signals from incoming edges, performs computations, and transmits 

signals to outgoing edges
• Analogous to human brain where nodes are neurons and signals are electrical impulses
• Weight of an edge determines the strength of connection between the nodes

Levels Model Group

1-Layer Perceptron Linear classifier

2-Layers Multi-layer perceptron Universal approximator

3 or more layers Deep learning Compact universal approximator



Perceptron: 
theoretical 
minimum and 
example

• The phrase “theoretical minimum” is 
taken from a very successful book series 
written by Leonard Susskind, a great 
physicist at Stanford University.

• “Theoretical minimum” means just the 
minimum theories and equations you 
need to know in order to proceed to the 
next level. 

• See Perceptron.pdf
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Nonlinearly Separable Data

x1 x2 y
0 0 -1
1 0 1
0 1 1
1 1 -1

21 xxy Å=
XOR Data

For nonlinearly separable problems, perceptron learning 
algorithm will fail because no linear hyperplane can 
separate the data perfectly 



Brief History of Neural Networks


