Classical Machine Learning: Classification and
Regression (III)

Learning Objectives

« Learn the basic concepts of ensemble classifiers.
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Classification Algorithm Walkthrough: Ensemble
Classifiers - Boosting

C-S David Chen, Department of Civil Engineering, National Taiwan University



Boosting

® An iterative procedure to adaptively change

Vs e

distribution of training data by focusing more on
previously misclassified records

@ Two popular versions: adaptive boosting
(AdaBoost) and gradient boosting.
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AdaBoost: * The phrase “theoretical minimum” is
taken from a very successful book series

theoretical written by Leonard Susskind, a great

minimum and physicist at Stanford University.
example

e “Theoretical minimum” means just the
minimum theories and equations you
need to know in order to proceed to the
next level.

 See Ensemble_AdaBoost.pdf




AdaBoost: Summary

Fit an additive model (ensemble)
Y.t arhe(X) in a forward stage-

wise manner.

In each stage, introduce a weak

learner to compensate the

shortcomings of existing weak -

learners.

H =sign | 0.42 +0.65

In Adaboost, “shortcomings” are
identified by high-weight data

points.

credit: Cheng Li, A Gentle Introduction to Gradient Boosting.
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Summary

Know the
modern ML
landscape

Scikit-Learn and Keras (now part of TensorFlow) are
mostly widely used ML software frameworks by ML
professionals.

From 2016 to 2020, the entire machine learning
and data science industry has been dominated by
these two approaches: deep learning and gradient
boosted trees. Specifically, gradient boosted trees is
used for problems where structured data is
available, whereas deep learning is used for
perceptual problems such as image classification.

Users of gradient boosted trees tend to use Scikit-
Learn, XGBoost or LightGBM. Meanwhile, most
practitioners of deep learning use Keras, often in
combination with its parent framework TensorFlow.

The common point of these tools is they’re all
Python libraries: Python has is by far the most
widely-used language for machine learning and
data science.



Gradient Boosting = Gradient Descent + Boosting

 Fit an additive model (ensemble) };; a;h;(X) in a
forward stage-wise manner.

* In each stage, introduce a weak learner to
compensate the shortcomings of existing weak
learners.

* In Gradient Boosting, “shortcomings” are identified
by gradients.

 Recall that, in Adaboost, “shortcomings” are
identified by high-weight data points.

* Both high-weight data points and gradients tell us
how to improve our model.

credit: Cheng Li, A Gentle Introduction to Gradient Boosting.
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Gradient
Boosting:
theoretical
minimum and
example

* The phrase “theoretical minimum” is
taken from a very successful book series
written by Leonard Susskind, a great
physicist at Stanford University.

e “Theoretical minimum” means just the
minimum theories and equations you
need to know in order to proceed to the
next level.

* See Ensemble_GradBoost.pdf



Ensemble * Bagging
classifiers e Random Forest

e AdaBoost
e XGBoost

jupyterlab
< N

Ensemble_compare
_02.ipynb




Battle Between XGBoost, LightGBM, CatBoost

* XGBoost (eXtreme Gradient Boosting ) FiELEETERE R » FEAIZFRIHGT
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 LightGBM ( Light Gradient Boosting Machine ) HYE/l|&RZEEFIRRE R ~ (F
RN R ~ ZBREREE S ~ W7 B ST FRl T2 B g B R B
* Catboost ( Categorical Features+Gradient Boosting ) £ FHHY SR A [ 2k
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