
C-S David Chen, National Taiwan University

CIE 5133 機器學習與深度學習導論
線上課程

開始之前 (09.29.2021)

• 請將你的麥克風靜音
• 請找個安全、舒適的空間
• 聽講時有任何問題請到 slido #073374 留言
• 我們會透過 Zoom, slido, 討論區，臉書社群來強化無法面對

面所造成的互動不足，同學們有任何建議也請讓我們知道。
• Stay Home! Happy Learning!!



加簽？
旁聽？

1. 想加簽的同學：如果人數不要
太離譜，我會儘可能加簽。

2. 歡迎旁聽。
3. 請寄 email 給我

(dchen@ntu.edu.tw) 或大助
教 (harry@caeca.net) 。

Question? Zoom 回應舉手、Zoom 聊天留言、
slido #073374 留言

mailto:dchen@ntu.edu.tw
mailto:harry@caeca.net
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Course FaceBook

Today …
• Fundamentals and Landscape of Classical 

Machine Learning (I) and (II)
• HW1



Fundamentals and Landscape of Classical 
Machine Learning (I)

• Learning? What do we mean?
• Is learning feasible?

https://www.sli.do/
#073374
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Learning? What do we mean?
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Valigi and Mauro (2020), Zero to AI, Manning Publications. 

• Can computer automatically learn these rules from data?
• If so, can these rules be applied for new data to guess answers? 
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Machine Learning (Supervised Learning): rules can be implicitly

(Model, Implicit Rule)
(e.g., Cat or Dog)

Data

Answers
(Labeled)

AnswersMachine
Learning

𝑦 = 𝑓(𝑥)𝑥

𝑦
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Fun time: which of the following is best suited 
for machine learning?
(1) Throw a dice and predict its face value
(2) Sort a few points in space
(3) Decide credit card approval for a customer
(4) Predict the next big earthquake

(1) Random event, no pattern
(2) Programmable task
(3) Pattern: customer behavior

Not easily programmable
Data: history of bank operation

(4) Arguably not enough data (yet) 

https://www.sli.do/
#073374









Learning Problem: 𝒜 takes 𝒟 and ℋ to get g
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In support vector machines (SVM), the 
line that maximizes this margin is the 
one we will choose as the optimal 
model. 

Learning Problem in Practice: learning algorithm 𝓐 takes training 
examples 𝓓 and hypothesis set 𝓗 to get final hypothesis g.

Fun time: Quick Check (who 
is who)
• Learning algorithm 𝓐
Support Vector Machines

𝑤!𝑥! +𝑤"𝑥" + 𝑏 = 0 https://www.sli.do/
#073374

https://en.wikipedia.org/wiki/Support-
vector_machine

https://en.wikipedia.org/wiki/Support-vector_machine
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In support vector machines (SVM), the 
line that maximizes this margin is the 
one we will choose as the optimal 
model. 

Learning Problem in Practice: learning algorithm 𝓐 takes training 
examples 𝓓 and hypothesis set 𝓗 to get final hypothesis g.

Fun time: Quick Check (who 
is who)
• Hypothesis set 𝓗
All the lines from the real 
numbers 𝑤!, 𝑤", 𝑏

𝑤!𝑥! +𝑤"𝑥" + 𝑏 = 0

https://www.sli.do/
#073374
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In support vector machines (SVM), the 
line that maximizes this margin is the 
one we will choose as the optimal 
model. 

Learning Problem in Practice: learning algorithm 𝓐 takes training 
examples 𝓓 and hypothesis set 𝓗 to get final hypothesis g.

Fun time: Quick Check (who 
is who)
• Learning algorithm 𝓐
• Hypothesis set 𝓗
• Training Examples 𝓓
• Final hypothesis g
• Target function f

𝑤!𝑥! +𝑤"𝑥" + 𝑏 = 0



Summary

Learning? What 
do we mean?

• Machine learning involves building 
mathematical models to help 
understand data. 

• In practice, we use data to compute 
hypothesis g that approximate 
unknown target f.

• In practice, learning algorithm 𝓐 takes 
training examples 𝓓 and hypothesis 
set 𝓗 to get final hypothesis g.

• "Learning" enters the picture when we 
give these models tunable parameters
that can be adapted to observed data; 
in this way the program can be 
considered to be "learning" from the 
data. 
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Is learning feasible? 
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Valigi and Mauro (2020), Zero to AI, Manning Publications. 

• Can computer automatically learn these rules from data?
• We use data to compute hypothesis g that approximates 

target f
• If so, can these rules be applied for new data to guess answers? 

(generalization)



Is learning feasible? 

Fun Time: Can final hypothesis g predict new data?
(1) Yes
(2) No
(3) Maybe

https://www.sli.do/
#073374



Fun Time: g(x) prediction of 
new data
(1) -1
(2) +1

https://www.sli.do/
#073374





Let us do a two-bit case to explore (1) the dimension of the input space 
(2) all the samples in the input space (3) all the possible hypotheses 
(and we can pick up one as our target function)



A ‘Simple’ Binary Classification Problem 
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Is learning doomed (完蛋了)?
If so, this will be a very short course!!!

Probability to recuse!









i.i.d. independent and identically distributed
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Boolean Learning Example: Take Two

Let us consider a Boolean target function (i.e., 𝒴 = {0, 1})
over a four-bit vector representation of input space
{0000, 0001,… , 0111, 1000, 1001,… , 1111}.

Q: For this example, what is the dimension of the input space
𝒳?

Q: For this example, how big is the entire input space 𝒳?

Q: For this example, how big is the entire Boolean hypothesis
setℋ?

https://www.sli.do/
#073374

See Boolean_Learning_Example.pdf
Boolean_Learning_Example.ipynb



Summary

Is learning 
feasible? 

• Learning is only feasible in a probabilistic
way and we can predict something useful 
outside the training set 𝓓 using only 𝓓. 

• We don't insist on using any particular 
probability distribution, or even on 
knowing what distribution is used. 
However, whatever distribution we use 
for generating the samples, we must also 
use when we evaluate how well 𝒈
approximates the unknown target 
function 𝒇.

• The hypothesis 𝒈 is not fixed ahead of 
time before generating the data, because 
which hypothesis is selected to be 𝒈
depends on the data.



Learning Problem: 𝒜 takes 𝒟 and ℋ to get g

Supervised Learning



Summary • Machine learning: use data to 
compute hypothesis g that 
approximate unknown target f.

• In practice, learning algorithm 
𝓐 takes training examples 𝓓 and 
hypothesis set 𝓗 to get final
hypothesis g.

• Learning is only feasible in a 
probabilistic way and we can 
predict something useful outside 
the training set 𝓓 using only 𝓓.

Summary

Learning? What 
do we mean?

Is learning 
feasible?


