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What to Be Covered?

• Learning Vision & Language Models
• Pretraining
• Finetuning,

In-Context Learning &
Retrieval-Augmented Generation

• Parameter-Efficient Fine-Tuning

• Advanced Topics
• Concept Editing
• Concept Unlearning

• Experience Sharing (30 min.)
• Grad Study & AI opportunities in France

• HW #3 is out!
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Pretrain & Finetune LLM/VLM/MLLM

3NTU EE5200 / UMD CSMC848K

Pre-training by
self-supervised learning 
or supervised learning

Finetuning
by downstream tasks 

in target domains

RLHF - Reinforcement Learning 
with Human Feedback

(will not cover)



Recap: CLIP -
Contrastive 
Language-Image 
Pretraining

• OpenAI, Learning Transferable 
Visual Models From Natural 
Language Supervision, NeurIPS
WS 2021 (w/ 9000+ citations)

• Why DL/CNN not good enough?
• Require annotated data for 

training image classification
• Domain gap between 

closed-world and open-
world domain data

• Lack of ability for zero-shot 
classification
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CLIP (cont’d)
• Why DL/CNN not good enough?

• Require annotated data for training image classification
• Domain gap between closed-world and open-world domain data
• Lack of ability for zero-shot classification

• Motivation/Objectives
• Cross-domain contrastive learning from large-scale image-language data
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Recap: BLIP-2 (ICML’23)

● BLIP: 
Bootstrapping Language-Image Pre-training for Unified Vision-Language 
Understanding and Generation, Salesforce Research, NeurIPS 2021

● Goal:
Bridge the modality gap by a lightweight Querying Transformer (Q-Former)
with a frozen pre-trained image encoder and a frozen large language model.
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● A two-stage pre-training strategy
○ Stage 1: Representation Learning

- enforce Q-Former to learn visual representation 
that is most relevant to the text description

○ Stage 2: Generative Learning
- make the output representation of Q-Former to be understood by LLM

Pre-training of BLIP2
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Pre-training Stage 1 - VL Representation Learning

● Goal: enforce Q-Former to extract visual representation relevant to text
● Method: three pre-training tasks

○ Image-Text Contrastive Learning (ITC):
self-attn in Q/T, followed by max (sim(Q, T)) -> can be viewed as CLIP training

○ Image-Text Matching (ITM): 
for each learnable query -> linear classifier for binary decision

○ Image-grounded Text Generation (ITG): 
self-attn in Q for encoder training; T->Q for image-to-text generation
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Pre-training Stage 2 - VL Generative Learning

● Goal: 
Learning with LLM guidance
i.e., make the output representation 
of Q-Former to be understood by LLM

● Method: 
pre-training with 
Image-grounded Text Generation (ITG)
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Take BERT as an example

• BERT, short for Bidirectional Encoder Representations from Transformers

10BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding, Google, arxiv 2018



Take BERT as an example (cont’d)

• Pre-training strategy #1: 
Masked Token Prediction (or Masked Language Modeling)

• Mask out 15% of the input text and predict the masked outputs
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Take BERT as an example (cont’d)

• Pre-training strategy #2: Next Sentence Prediction
• Given two sentences A and B, enforce model to learn their relationship

• Beneficial to QA-type downstream tasks
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Pretrain & Finetune LLM/VLM/MLLM
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self-supervised learning 
or supervised learning

Finetuning
by downstream tasks 

in target domains

RLHF - Reinforcement Learning 
with Human Feedback
(will not cover details)



Finetuning of BERT

• Plug in task or domain-specific
input/output pairs to finetune
all model parameters

• Token-level tasks (e.g., QA)

• Classification tasks
(e.g., sentiment analysis)

• How about V&L models?
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InstructBLIP (NeurIPS’23)

● Enable BLIP2 to understand instruction following tasks
● Collect existing vision-language datasets (held-in / held-out)

for training for zero-shot
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Examples of instruction tuning templates
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Results on downstream tasks
● Finetune BLIP2 on held-in datasets

● Zero-shot vision-language tasks aren’t used in instruction tuning (held-out)
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Visual Instruction Tuning (NeurIPS’23)

● LLaVA: Large Language and Vision Assistant
● Data source: generated by GPT-4

type 2: detailed desciptiontype 1: conversation type 3: complex reasoning
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LLaVA

Stage I: Re-Training for Feature Alignment

● Finetune projection layer by image-text pairs with instruction tuning
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LLaVA

Stage II: End-to-End Finetuning

● Instruction tuning LLM and 
projection layers with vision-language complex reasoning data from GPT-4
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• LLaVA outperforms GPT-4 on ScienceQA dataset

ScienceQA Results

NAT: Natural Science                TXT: text context               G1-6: grades 1-6

SOC: Social Science                 IMG: image context           G7-12: grads 7-12

LAN: Language Science           NO: no context
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Pretrain & Finetune LLM/VLM/MLLM
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or supervised learning

Finetuning
by downstream tasks 

in target domains

RLHF - Reinforcement Learning 
with Human Feedback

(will not cover)



In-Context Learning (ICL)

• Finetuning may not be practical for real-world scenarios 
(e.g., require a large & task-specific dataset)

• Utilize LLM as a few-shot learner -> aka 舉一反三
(e.g., humans do not require large supervised datasets to learn most tasks. 
A brief directive is typically sufficient…)

• Any limitation?
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Retrieval-Augmented Generation (RAG)

• Ideas: 
• Combining (traditional) info retrieval + GenAI
• Can be viewed as open-book exam with cheat sheet

• Pros:
• Access to fresh/untrained information
• Mitigate hallucination

• Any limitation?

24Retrieval-Augmented Generation for Knowledge-Intensive NLP Task, 
Facebook AI Research & UCL, NeurIPS 2020

https://aws.amazon.com/what-is/retrieval-augmented-generation/

https://aws.amazon.com/what-is/retrieval-augmented-generation/


Pretrain & Finetune LLM/VLM/MLLM
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Parameter-Efficient Fine-Tuning (PEFT)

● Adapter (帶小抄考試)
○ VL-ADAPTER: Parameter-Efficient Transfer Learning 

for Vision-and-Language Tasks (CVPR, 2022)
● Prompt Tuning (卷哥卷姊提詞器)

○ Visual Prompt Tuning (ECCV, 2022)
● LoRA (帶小考答案卷)

○ LoRA: Low-Rank Adaptation of Large Language Models (ICLR, 2022)
● DoRA (台灣研發LoRA進階版)

○ Weight-Decomposed Low-Rank Adaptation (ICML, 2024)
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Parameter Efficient Fine Tuning

Adapter Prompt Tuning

LoRA 27

Pros & Cons for each?
Will discuss later…



PEFT (1/3): VL-ADAPTER
Parameter-Efficient Transfer Learning for Vision-and-Language Tasks

VL-Adapter: Parameter-Efficient Transfer Learning for Vision-and-Language Tasks, UNC, CVPR 2022 28



PEFT (1/3): VL-ADAPTER
Parameter-Efficient Transfer Learning for Vision-and-Language Tasks (cont’d)

● Variants for adapter modules
○ Adapter

○ Hyperformer

○ Compacter

● Trade-off between 
performance and efficiency

● Any concern?

29VL-Adapter: Parameter-Efficient Transfer Learning for Vision-and-Language Tasks, UNC, CVPR 2022



PEFT (2/3): Prefix Tuning (Prompt Tuning)

Prefix-Tuning: Optimizing Continuous Prompts for Generation, Stanford, ACL 2021 30



Prompt Tuning

● Shallow:

● Deep:

Visual Prompt Tuning, Meta AI, ECCV 2022 31



Visual Prompt Tuning
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PEFT (3/3): LoRA
Low-Rank Adaptation of Large Language Models

● Previous problems
○ Adapter Layers introduce extra inference latency
○ Directly optimizing the prompt may not be easy

● LoRA

LoRA: Low-Rank Adaptation of Large Language Models, 
Microsoft, ICLR 2022 33



LoRA: Low-Rank Adaptation of LLMs (cont’d)

34



DoRA: Weight-Decomposed Low-Rank Adaptation

DoRA: Weight-Decomposed Low-Rank Adaptation
NVIDIA (Taiwan), ICML 2024
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● Previous problems
○ Adapter layers introduce extra inference latency
○ Directly optimizing the prompt may not be sufficient
○ LoRA still exhibits performs gap (vs. FT)

● LoRA



DoRA: Weight-Decomposed Low-Rank Adaptation (cont’d)

● Weight Decomposition Analysis
○ Decompose weight matrix into magnitude & direction components
○ Investigate 𝜟𝜟M, 𝜟𝜟D during training

DoRA: Weight-Decomposed Low-Rank Adaptation,
NVIDIA (Taiwan), ICML 2024
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DoRA: Weight-Decomposed Low-Rank Adaptation (cont’d)

● Observations (can come back to this later…)
○ LoRA shows positive slope trends (i.e., 𝜟𝜟M/𝜟𝜟D) across all training steps
○ FT results in somewhat diverse yet negative slope…

Probably due to the fact that pre-trained models contains sufficient knowledge
and no need to update both M and D drastically

○ LoRA lacks the above learning capability in carrying out subtle adjustment.  

DoRA, NVIDIA (Taiwan), ICML 2024 37



DoRA: Weight-Decomposed Low-Rank Adaptation (cont’d)

● Ideas
○ Capacity gap between LoRA & FT comes from the complexity of 

learning of both magnitude and directional adaption
○ Enforce directional adaptation via LoRA,

while allowing the magnitude component to be tunable
○ No additional inference costs (same as LoRA)

DoRA, NVIDIA (Taiwan), ICML 2024 38



DoRA: Weight-Decomposed Low-Rank Adaptation (cont’d)

● Remarks
○ In contrast to LoRA, DoRA, and FT are characterized by a distinct negative slope
○ DoRA demonstrates the ability to make only substantial directional adjustments 

with relatively minimal changes in magnitude or the reverse, 
showing learning patterns closer to FT’s (i.e., better learning ability over LoRA).

○ Discussions on Twitter/X: 4K+ likes, 700+ tweets, 500K+ views!

DoRA, NVIDIA (Taiwan), ICML 2024 39



DoRA: Weight-Decomposed Low-Rank Adaptation (cont’d)

● Results 
● How to perform fair comparisons?

DoRA, NVIDIA (Taiwan), ICML 2024 40



Not Exactly PEFT…
Memory Efficient Adapter (NeurIPS’22)

• To update adapters, all intermediate results must be saved to do backprop.
⇒ Standard adapters won’t reduce memory much during training

41LST: Ladder Side-Tuning for Parameter and Memory Efficient Transfer Learning, UNC, NeurIPS’22

Weights to update

Intermediate gradient to store

Chain rule:



• We can save memory by using “ladder” design of adapters
⇒ Fewer resources are required to finetune a large pre-trained model

We don’t need to save results
in backbone to do backprop.

LST: Ladder Side-Tuning for Parameter and Memory Efficient Transfer Learning, UNC, NeurIPS’22

Standard 
Adapters

LST
Adapters

Memory Efficient Adapter (cont’d)
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• We can save memory by using “ladder” design of adapters
⇒ Fewer resources are required to finetune a large pre-trained model

LST: Ladder Side-Tuning for Parameter and Memory Efficient Transfer Learning, UNC, NeurIPS’22

Memory Efficient Adapter (cont’d)

43



• Results

LST: Ladder Side-Tuning for Parameter and Memory Efficient Transfer Learning, UNC, NeurIPS’22

Memory Efficient Adapter (cont’d)
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RLHF 

• Ideas: 
• Localizing & finetuning specific network modules/layers are not easy
• High-level, complex, or subjective information cannot be explicitly modeled
• Train an “human expert” model to criticize/update the model accordingly.
• How?

• Pre-train model -> supervised finetuning -> reward model training -> Policy optimization

• Any concern?

46https://aws.amazon.com/tw/what-is/reinforcement-learning-from-human-feedback/

https://aws.amazon.com/tw/what-is/reinforcement-learning-from-human-feedback/


What to Be Covered?

• Learning Vision & Language Models
• Pretraining
• Finetuning,

In-Context Learning &
Retrieval-Augmented Generation

• Parameter-Efficient Fine-Tuning

• Advanced Topics
• Concept Editing
• Concept Unlearning

• Experience Sharing (30 min.)
• Grad Study & AI opportunities in France

• HW #3 is out!
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