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Standard Training
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Standard Training
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Surrogate Loss
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Zero-Sum Adversarial Training
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Non-Zero-Sum Adversarial Training
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Non-Zero-Sum Adversarial Training
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Non-Zero-Sum Adversarial Training
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Experiments
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Model Inversion Attack: GMI
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[The Secret Revealer: Generative Model-Inversion Attacks Against Deep Neural Networks. Zhang et al. CVPR 2020]



Model Inversion Attack: KED-MI
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[Knowledge-Enriched Distributional Model Inversion Attacks. Chen et al. ICCV 2021



Model Inversion Attack: KED-MI
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[Knowledge-Enriched Distributional Model Inversion Attacks. Chen et al. ICCV 2021



Model Inversion Attack: PPA
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[Plug & Play Attacks: Towards Robust and Flexible Model Inversion Attacks. Struppek et al. ICML 2022

Issues of prior work



Model Inversion Attack: PPA
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[Plug & Play Attacks: Towards Robust and Flexible Model Inversion Attacks. Struppek et al. ICML 2022



Model Inversion Attack: PLG-MI
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[Pseudo Label-Guided Model Inversion Attack via Conditional Generative Adversarial Network. Yuan et al. AAAI 2023



Model Inversion Attack: PLG-MI
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[Pseudo Label-Guided Model Inversion Attack via Conditional Generative Adversarial Network. Yuan et al. AAAI 2023



Model Inversion Attack: PLG-MI
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[Pseudo Label-Guided Model Inversion Attack via Conditional Generative Adversarial Network. Yuan et al. AAAI 2023



Label Smoothing
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Negative Label Smoothing
• Label smoothing with positive smoothing factors fosters 

model inversion attack

• Negative label smoothing counteracts this trend
o Achieves a better utility-privacy trade-off.
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Qualitative Attack Results

22



Toy Example
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Embedding Space Visualization
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Gradient Stability
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Backdoor attack for in-context learning [Wang et al. 2023]

27
[DecodingTrust: A comprehensive assessment of trustworthiness in GPT models. Wang et al. NeurIPS 2023]



Method of BadChain
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Method of BadChain

29



30



Similarity Metrics
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Training Perceptual Metrics: 2AFC dataset
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Motivation
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Lipschitz Networks
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Method
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Method
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