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Many slides adapted from MIT 6.S191: AI Bias and Fairness



Review: Fariness Formulation
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Review: Demographic parity
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Review: Accuracy Parity

• Pros: 
o Random guessing doesn’t work
o Allows perfect classifier

• Cons:
o Error types matter!
o Allows you to make up for rejecting qualified women by 

accepting unqualified men
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Rewiew: True Positive Parity (TPP)
(or equal opportunity)
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Review: False Positive Parity (FPP)
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Review: Predictive Value Parity
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Review: Individual Fairness
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Today’s Focus: Algorithmic Bias
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What is in This Image
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What is in This Image
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What is in This Image
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What is in This Image
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What is in This Image
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Labeling, Prototyping, and Stereotyping
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Bias in Facial Detection
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Bias in Image Classification
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Bias in Image Classification
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Bias in Image Classification
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Bias in Image Classification
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Bias Correlation with Income and Geography
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Bias at All Stages of AI Life Cycle
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• Data

• Model

• Training and Deployment

• Evaluation

• Interpretation



Taxonomy of Common Biases
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Bias from the Correlation Fallacy
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Bias from Assuming Generalization
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Datasets with Distribution Shift
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Bias due to Class Imbalance
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Bias in Features

28



Case Study: Bias in Facial Detection
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Case Study: Bias in Facial Detection
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Case Study: Bias in Facial Detection
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Learning Techniques to Improve Fairness
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Bias & Fairness in Supervised Learning
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Evaluating Bias and Fairness
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Adversarial Multi-Task Learning to Mitigate Bias

35[Zhang et al. AAAI/AIES 2018]



Application to Language Modeling

36[Zhang et al. AAAI/AIES 2018]



Adaptive Resampling for Automatic Debiasing

37[Amini et al. AAAI/AIES 2019]



Mitigating Bias through Learned Latent Structure

38[Amini et al. AAAI/AIES 2019]



Mitigating Bias through Learned Latent Structure

39[Zhang et al. AAAI/AIES 2018]



Using Latent Variables for Automatic Debiasing

40[Zhang et al. AAAI/AIES 2018]



Adaptive Adjustment of Resampling Probability

41[Zhang et al. AAAI/AIES 2018]



Evaluation: Decreased Categorical Bias

42[Zhang et al. AAAI/AIES 2018]



Evaluation: Decreased Categorical Bias

43[Zhang et al. AAAI/AIES 2018]



Understanding and Mitigating Algorithmic Bias

44[Zhang et al. AAAI/AIES 2018]



AI Fairness: Summary and Future Consideration

45[Zhang et al. AAAI/AIES 2018]
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Interesting Papers at ICLR 2024



ICLR 2024 Test of Time Award
• Winner: Auto-Encoding Variational Bayes

• Runner Up: Intriguing properties of neural networks
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Group Fairness
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Group Fairness

50



The Local (Un)fairness Problem
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The Local (Un)fairness Problem
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Distributionally Robust Optimization 
(DRO) for Fairness
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Distributionally Robust Optimization 
(DRO) for Fairness
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Background
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Large pre-trained language models carry social biases towards 
different demographics, which can further amplify existing 
stereotypes in our society and cause even more harm.



Black-Box Methods for Social Bias Study in LLMs
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Problems on Probing-based Methods
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• Effectiveness relies heavily on the template quality

• Debiasing methods are costly
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Experimental Verification of IG2

64

• Suppress the neurons pinpointed by IG2à logits gap decreases 23%

• Amplify the activation à logits gap increases 29%

• Randomly selected neurons have minimal impact on the logits gap



Results of Bias Neuron Suppression
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Interesting Insight of Bias Neuron Migration
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Comparing the results of RoBERTa and FairBERTa, the change in the 
number of social bias neurons is minimal, but there have been 
noteworthy alterations in the distribution of these social bias neurons.



Summary
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• Interpretable Technique: 𝑰𝑮2

• Distribution Shift of Social Bias Neurons after Debiasing

• Training-Free Debiasing Approach: Bias Neuron Suppression


