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HW 1 Score Released
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• Phase 1: 

o 5 models: wrn16, preresnet20, rir_pgd, densenet_fgsm, ror3_pgd

o You get 1 point if the accuracy of each model <= 250/500

• Phase 2:  

o Model: Ensemble of resnet56_fgsm, nin_fgsm, resnet110_pgd

o Accuracy <=100/500: 5 points, (101-200)/500: 4 points, …, (401-
500)/500: 1 points



(Un)Fairness in The Real World
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(Un)Fairness in The Real World
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Source: Tweet by DAVID HEINEMEIER HANSSON Source: Tweet by Steve Woznaik



(Un)Fairness in The Real World
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Clarification from the company
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Amazon Same-Day Delivery Coverage
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Recidivism Prediction with ML
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Machine (and Human) Bias
There’s software used across the U.S. to predict future criminals, 
and it’s biased against blacks. [Angwin et al., 2016]
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Survival Bias
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Fairness in Computer Vision
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Fairness in Computer Vision
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Fairness in Computer Vision
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Fairness in NLP
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Fairness in NLP
• Word embeddings may contain bias from data

16



17



Definition of Fairness
• Discrimination refers to unfavorable treatment of people due to 

the membership to certain demographic groups

• Illegal to distinguish based on attributes protected by law

• Legally protected domains/classes: Race, Color, Sex, Religion 

• Fairness in a decision making implies the designing algorithms 
that make fair predictions devoid of discrimination
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Why Important in ML
• ML increasingly being used in high-impact domains such as 

credit, employment, education and criminal justice

• Sources of errors: sample size disparity, biases in data

• Decisions made by unfair ML models will increase bias in 
future data, making a vicious cycle
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Number of Papers on ML Fairness
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Source: 
https://fairmlclass.github.io/1.html#/4



Mathematical Formulation
• 𝑋: set of individuals 

• 𝐴: set of protected attributes (those protected by law)

• 𝑍: set of remaining attributes 

• 𝑌: set of the outcomes

• Individual Predictor: 

• Group-conditional predictor consists of a set of mappings, one 
for each group of population
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Mathematical Formulation

22



What is Fair?
• Many definitions

• There is no single best definition

• We will introduce and discuss some popular definitions
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Demographic parity (group fairness)

24



Demographic parity Issues
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Accuracy Parity

• Pros: 
o Random guessing doesn’t work
o Allows perfect classifier

• Cons:
o Error types matter!
o Allows you to make up for rejecting qualified women by 

accepting unqualified men
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True Positive Parity (TPP)
(or equal opportunity)
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True Positive Parity (TPP)
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False Positive Parity (FPP)
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Positive Rate Parity
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Predictive Value Parity
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Predictive Value Parity
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Trade-off
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Fairness through Blindness
• Ignore all protected attributes

• Issue: other non-protected attributes might correlate with the 
protected attributes

o E.g., Guess gender by name
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Counterfactual Measures
Predictor ℋ is counterfactually fair, if

• A predictor is fair if its output remains the same when the 
protected attribute is flipped to its counterfactual value.

• Issue: susceptible to hindsight bias and outcome bias (i.e. 
evaluating the quality of a decision when its outcome is 
already known)
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Individual Fairness
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Examples of Individual Fairness
• Financial/insurance risk metrics

• IBM’s AALIM (Advanced Analytics for Information 
Management) system: treating similar patients similarly

37



Individual Fairness
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Individual Fairness: Definition
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Connection to Differential Privacy
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Fairness through Privacy?
• Fairness: Avoid using certain attributes
• Privacy: protect certain attributes from being inferred

-- Dwork & Mulligan
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Why So Many Definitions
• Different context and applications

• Different Stakeholders

• Impossibility theorems
o Any overarching definitions will inevitably be vacuous
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Goal is to build algorithmic systems that further
human values, which can’t be reduced to a formula



Fair Robust Active Learning by 
Joint Inconsistency
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44[1] Kärkkäinen et al. “FairFace: Face Attribute Dataset for Balanced Race, Gender, and Age”. WACV 2021.
[2] Schmidt et al, “Adversarially Robust Generalization Requires More Data”. NeurIPS 2018.

Fairness : Addressing Data Imbalance Robustness: Requiring More Labeled 
Data

Relations Between Data and Trustworthy AI



Trustworthy Applications

• Both Fairness and Robustness Requirements
● Fairness among genders, ages, ethnicity
● Robustness against adversarial attacks

• Examples: Medical Imaging, Facial Biometric Systems
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✓ Fairness
✓ Adversarial Robustness
✓ Costly Annotation 

Process

  Towards fair and robust visual 
apps with limited labeled data

Our Motivation



Fair Robust Active Learning (FRAL)
First framework for annotation-expensive and safety-critical applications
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Active Data Selection in FRAL
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Existing “Standard” fairness-aware methods

• Randomly draw data from the worst-group for labeling

• Estimate expected unfairness reduction for each sample

Challenge under AT: (1) Amplified performance disparity (2) Unaffordable computational burdens

Our Goal: Effective and Efficient Active Data Selection
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Concept Figure of our Joint Inconsistency (JIN) 
Method

Our Algorithm

1. Initialed the robust model

2. Estimate the “worst group”

3. Calculate JIN score on data in that 
group

4. Select top-ranked samples for labeling

5. Retrain/Fine-tune the model

6. Loop Back to Step #2
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• Effectiveness: Our method is grounded in 

fundamental properties of adversarial training.

• Efficiency: We conduct selection based on two 
easily calculable prediction softmax 
inconsistencies.

Joint Inconsistency (JIN) Data Selection



Experimental Results (1) — Main Experiments
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•Surpassing more than 1 standard deviation on most fairness metrics

•Limited fairness-accuracy tradeoffs



Experimental Results (2) — Analyses on UTKFace
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(+) Combining the two performs the best!

Methods selecting from only the worst-group

Effectiveness of two inconsistency scores

Gender Classification Tasks {4 Races}

(+) Support Multiple Sensitive Groups!

Experiments on ResNet-18

(+) General under Various Network 
Architectures!

(+) Without our method, directly modifying 
conventional AL methods yields poor results!



Our Contributions
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• Novel framework: First practice for annotation-expensive and safety-critical apps.
• Inconsistency-based strategy: Elegant, efficient, and effective
• Experimental results: SOTA results on three different tasks



Open Research Problems
• Metric

o Social aspects, who will define them?
o generate metric (semi-)automatically?

• Explore connection to Differential Privacy

• Connection to Economics literature/problems

• Trade-offs of fairness, privacy, accuracy, and robustness
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