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Differential Privacy
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[Dwork et al. ‘06]
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(Approximate) Differential Privacy
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A (randomized) algorithm 𝑀:𝑋!×𝒬 → 𝑇 is (𝜖, 𝛿)-differential private if
for all datasets 𝑥, 𝑥" ∈ 𝑋! that differ on one entry and every query q ∈ 𝒬, 

for all subsets 𝑆 of the outcome space 𝑇,

Pr
!
𝑀 𝑥, 𝑞 ∈ 𝑆 ≤ 𝑒" Pr

!
𝑀 𝑥#, 𝑞 ∈ 𝑆 + 𝛿



Review: Sequential Composition
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Review: Parallel Composition

5



Review: Example Problem

• 𝜖-differentially private algorithm to answer all the questions? 

• What is the total error?
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Naïve Algorithm
Return:
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Error Analysis
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Review: Sensitivity
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Review: Algorithm 2
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Improving Utility of Algorithm 2
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Constrained Inference
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Least Squares Optimization

min
!"
$

#$%

&
%𝑞# − (𝑞# '

such that
Constraint 𝑞%, 𝑞', … 𝑞& = True
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Geometric Interpretation
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Application: Prevent Memorization
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Application: Pharmacogenetics
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Another Example: Range Queries

• 𝜖-differentially private algorithm to answer all the questions? 

• What is the total error?
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Another Example: Range Queries
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Strategy 1
• Answer all range queries using Laplace mechanism

• Sensitivity: 𝑂(𝑘')

• Total error:  𝑂 &!

!

"
= 𝑂(𝑘#/𝜖")
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Strategy 2
• Estimate each individual 𝑥$ using Laplace mechanism

• Answer 𝑞$% = %𝑥$ +=𝑥$&' +⋯+ %𝑥%

• Error in each %𝑥$: 𝑂(1/𝜖")

• Error in 𝑞'(: 𝑂(𝑘/𝜖")

• Total Error: 𝑂(𝑘)/𝜖")
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Strategy 3: Hierarchy
Estimate all the counts in the tree using Laplace mechanism
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Strategy 3: Hierarchy
• Sensitivity: O(log 𝑘)

• Every range query can be answered by summing up at most 
O(log 𝑘) nodes in the tree.
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Strategy 3: Hierarchy
• Error in each node: O log 𝑘 $/𝜖$

• Max error on a range query: O log 𝑘 %/𝜖$

• Total Error: O 𝑘$ log 𝑘 %/𝜖$

• Error can be further reduced by constrained inference

o parent counts should not be smaller than child counts
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General Strategy

• Can think of nodes in the tree as coefficients

• Other algorithms use other transformations
o Wavelets, Fourier coefficients
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Exponential Mechanism
• Laplace/Gaussian mechanisms are for real-valued queries

• What if the queries output categorical values?

o Choose the “best” item from a finite set of items
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Exponential Mechanism
• Utility function 𝑢 𝑥, 𝑡 = “utility of 𝑡 for dataset 𝑥” 

• Goal: find 𝑡 ∈ 𝑇 maximizing 𝑢 𝑥, 𝑡

• Sensitivity of 𝑢: ∆𝑢 = max
*,*",,

𝑢 𝑥, 𝑡 − 𝑢(𝑥-, 𝑡)

• Output 𝑡 with probability ∝ exp !
"∆/

𝑢(𝑥, 𝑡)
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Exponential Mechanism Preserves 𝝐 −DP

Pr ℳ& 𝑥 = 𝑡
Pr ℳ& 𝑥# = 𝑡

=

exp 𝜖
2∆𝑢 𝑢(𝑥, 𝑡)

∑'!∈) exp
𝜖
2∆𝑢 𝑢 𝑥, 𝑡#

exp 𝜖
2∆𝑢 𝑢(𝑥′, 𝑡)

∑'!∈) exp
𝜖
2∆𝑢 𝑢 𝑥′, 𝑡#
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=
exp 𝜖

2∆𝑢 𝑢(𝑥, 𝑡)

exp 𝜖
2∆𝑢 𝑢(𝑥′, 𝑡)

⋅
∑'!∈) exp

𝜖
2∆𝑢 𝑢 𝑥′, 𝑡#

∑'!∈) exp
𝜖
2∆𝑢 𝑢 𝑥, 𝑡#



Exponential Mechanism Preserves 𝝐 −DP
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= exp
𝜖 𝑢 𝑥, 𝑡 − 𝑢 𝑥#, 𝑡

2∆𝑢
⋅
∑'!∈) exp

𝜖
2∆𝑢 𝑢 𝑥′, 𝑡#

∑'!∈) exp
𝜖
2∆𝑢 𝑢 𝑥, 𝑡#

≤ exp
𝜖
2
⋅ exp

𝜖
2
⋅
∑'!∈) exp

𝜖
2∆𝑢 𝑢 𝑥, 𝑡#

∑'!∈) exp
𝜖
2∆𝑢 𝑢 𝑥, 𝑡#

= exp 𝜖



Accuracy of Exponential Mechanism 
OPT& 𝑥 = max

'∈)
𝑢 𝑥, 𝑡

Pr 𝑢 ℳ& 𝑥 ≤ OPT& 𝑥 −
2Δu
𝜖

log
𝑇

𝑇*+,
+ 𝑡 ≤ 𝑒-'

Pf:

Pr 𝑢 ℳ& 𝑥 ≤ 𝑐 ≤
Pr 𝑢 ℳ& 𝑥 ≤ 𝑐

Pr 𝑢 ℳ& 𝑥 = OPT& 𝑥
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≤
𝑇 exp 𝜖𝑐

2Δ𝑢

𝑇*+, exp 𝜖OPT& 𝑥
2Δ𝑢

=
𝑇

𝑇*+,
exp

𝜖 𝑐 − OPT& 𝑥
2Δ𝑢



Accuracy of Exponential Mechanism 

Pr OPT& 𝑥 − 𝑢 ℳ& 𝑥 ≥
2Δu
𝜖

log
𝑇

𝑇*+,
+ 𝑡 ≤ 𝑒-'

Pr OPT& 𝑥 − 𝑢 ℳ& 𝑥 ≥
2Δu
𝜖

log
𝑇

𝛽 𝑇*+,
≤ 𝛽

Pr OPT& 𝑥 − 𝑢 ℳ& 𝑥 ≥
2Δu
𝜖

log
𝑇
𝛽

≤ 𝛽
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rearrange

𝑡 = log
1
𝛽

𝑇*+, ≥ 1



Accuracy of Exponential Mechanism 

Pr OPT& 𝑥 − 𝑢 ℳ& 𝑥 ≥
2Δ𝑢
𝜖

log
𝑇
𝛽

≤ 𝛽

Pr ℳ 𝑥 − 𝑞 𝑥 ≥
Δ𝑓
𝜖

log
1
𝛽

≤ 𝛽
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Compare with Laplace Mechanism

We have a dependency on the size of the output space



Exponential Mechanism
• Very general mechanism

• Unfortunately, when the output space is big:
o Very costly to sample from it

o Accuracy get worse
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Private Data Release
Given a dataset 𝑥 ∈ 𝒳., a set of queries 𝑄 = 𝑞/, … , 𝑞0 and a 
target accuracy 𝛼, output a differentially private synthetic dataset 
𝑥# ∈ 𝒳1 such that

max
2∈3

𝑞 𝑥 − 𝑞(𝑥′) ≤ 𝛼

We focus on linear queries

𝑞#: 𝒳 → 0, 1 , 𝑞 𝑥 = /
.
∑45/. 𝑞′(𝑥4)
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SmallDB Algorithm

1. Let 𝑚 = 012 3
4!

2. Define utility function 𝑢:𝒳5×𝒳6 → ℝ as
𝑢 𝑥, 𝑦 = −max

2∈3
𝑞 𝑥 − 𝑞(𝑦)

3. Run exponential mechanism with 𝑢
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Case Study: Linear Classifier
Empirical Risk Minimization (ERM):
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Why ERM Is Not Private For SVM?
• SVM solution is a combination of 

support vectors. If one support 
vector moves, solution changes
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First Attempt: Output Perturbation
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First Attempt: Output Perturbation
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noise: z ∝ 𝑒1
!

"#$ 2 !



Property of Real Data 
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Better Solution: Objective Perturbation
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[Chaudhuri et al. JMLR ‘11]



Better Solution: Objective Perturbation

• Main idea: add noise as part of the computation

o Regularization already changes the objective

o Change the objective a little bit more to protect privacy
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Better Solution: Objective Perturbation
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Stochastic Gradient Descent (SGD)
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SGD with Differential Privacy
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[Abadi et al. CCS‘16]



Naïve Analysis
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Advanced Composition Theorem
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Analysis With Advanced Composition
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Amplification by Sampling
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Moments Accountant
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Tensorflow Integration
• https://github.com/tensorflow/privacy

• optimizer = tf.train.GradientDescentOptimizer()

• dp_optimizer_class = dp_optimizer.make_optimizer_class( 
tf.train.GradientDescentOptimizer)

• optimizer = dp_optimizer_class()

50

https://github.com/tensorflow/privacy


PATE: Private Aggregation of Teacher Ensemble
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[Papernot et al. ICLR‘17]



PATE: Private Aggregation of Teacher Ensemble
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[Papernot et al. ICLR‘17]



Noisy Aggregation
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Why Not Just Use the Teacher Model?
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Benefits of Using the Student Model
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Experiment Results
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Gap increases as number of teachers 
increases -> Less Privacy Loss, but 

there will be acc. tradeoffs



PATE-GAN
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[Jordan et al. ICLR‘19]

Training 
Procedure for 

Teacher 
Discriminators

Training 
Procedure for 
Generator and 

Student



Visual Results
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Summary
• Differential privacy: a systematic way to guarantee privacy

• Many useful tools for building strong algorithms

• Many opportunities in adapting traditional data-oriented tasks 
and algorithms to the privacy-preserving setting
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