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Today’s Topics

- Model Privacy

- Data Privacy



Machine Learning as a Service (MLaa$S)

User uploads training data, and then gets access to a
black-box prediction model. ($$ per query)
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Model Extraction Attack rmameretal 6

Goal: Adversarial client learns close approximation of f using as

few queries as possible Target: f(x) = '(x) on = 99.9% of inputs
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Applications:
1) Undermine pay-for-prediction pricing model

2) Facilitate privacy attacks

3) Stepping stone to model-evasion

[Stealing Machine Learning Models via Prediction APls.

Tramer et al. Usenix Security Symposium 2016]



Model Extraction Attack

Goal: Adversarial client learns close approximation of f using as
few queries as possible

Machine ‘
Learning?
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4 . o . .
No! Prediction APIs return more [Isn’t this “just Machine Learnmg"?]
informationthan assumed in prior
\work and “traditional” ML

If f(x) is just a class label: learning with membership queries
- Booleandecisiontrees [Kushilevitz, Mansour—1993]
- Linear models (e.g., binaryregression) [Lowd, Meek — 2005]




Main Results

f’(x) = f(x) on 100% of inputs amazon bi @@
100s-1000’s of online queries O ehsarvices™ g
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* Logistic Regressions, Neural
Inversion Networks, Decision Trees, SVMs
Attack * Reverse-engineer model type

& features

Improved Model-Inversion Attacks
[Fredrikson et al. 2015]



Example: Logistic Regression

n (L

1—f(x)):W.x+b

f(X) = 1 + e—(W-x+b)

linear equation with d + 1 unknown variables

Model extraction algorithm: query d + 1 points and solve
a linear system of d + 1 equations



Generic Equation-Solving Attack

random inputs X MLaas$ Service outputsY
(e \ confidence values
| Output 4 é/’%\
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parameters W

Solve non-linear equations for weights W
o Optimization + gradient descent

o >99% agreement between f and f’

o ~1 query per unknown weight



Case Study on AWS

amazon

webservices™ Feature Extraction:

(automated and partially documented)

[PredlctlonAPI @{ Mogel T }<_—_| [) Trainir;gAPI |
2
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- Classlabelsand confidence scores ML Model Type Selection:
- Supportforpartialinputs logisticor linear regression




Case Study on AWS

Tl
Famazon
web services™

input Feature Extraction:

Quantile Binning + One-

Hot-Encoding -
N

Logistic Regression

Model Choice:

\

prediction

v

Reverse-engineered with partial
gueries and confidence scores

“Extract-and-test”

Online Queries

Handwritten Digits

650

Time (s) Price (S)

70

0.07

Adult Census

1,485

149

0.15
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Application: Model Inversion Attack

Infer training data from trained models [Fredrikson et al. —2015]

Attack recoversimage | | ) \ Trainingsamples
of one individual uh'ti,'BOXAttaCk H of 40 individuals
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Inversion}ﬁ fu{Extraction X Multinomia}_@_ rh
Attack i) Attack fx) LR Model f V;i : E
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f(x) = f'(x) for
>99.9% of inputs

Strategy Attack against 1 individual  Attack against all 40 individuals

Online Queries Attack Time Online Queries Attack Time

Black-Box Inversion

[Fredrikson et al.] 20,600 24min #40N 800,000 16 hours
Extract-and-Invert 41,000 T 61\ i 10 houre

(our work)




Extracting a Decision Tree

X

Confidencevalue derived from class
distributionin thetrainingset

Kushilevitz-Mansour (1992)

* Poly-time algorithm with membership queries only
* Onlyfor Boolean trees, impractical complexity

(Ab)using Confidence Values

 Assumption:alltreeleaves have unique confidencevalues

®
* Reconstruct tree decisions with “differential testing” blg@
* Online attacks on BigML

\
{Inputs x and x’ differ Different Ieaves are reached
_in asingle feature
Tree “splits” on th|s feature y
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Countermeasures

APl Minimization

f(X)=v\

Prediction

Queries

* Prediction = class label only
* [earning with Membership

Attack on Linear Classifiers [Lowd,Meek — 2005]

classify as “+” if w*x+b >0
and “-” otherwise

n+1 parameters w,b

\% v
= f(x) = sign(w*x + b)

1. Find pointson decision boundary(w*x+b =0)

o »”n

- Finda “+4” anda “-

- Line search between the two points
2. Reconstructw andb (up to scalingfactor)

——
-
-
-
=

decision
boundary
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Generic Model Retraining Attack

Extend the Lowd-Meek approach to non-linear models

Active Learning:
- Query pointsclose to “decision boundary”
- Updatef’ to fit these points

Multinomial Regressions, Neural Networks, SVMs:
- >99% agreement between fand f’
- =100 queries per model parameter of f

D

7 ~ 100x less efficient
el than equation-solving

]

~~— — e e —

]
[ \ query more

points here
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Attack performance with defenses
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Data Free Model Extraction

Attack performance depends Private Environment
on query image qualities (training |
| Dataset - - Train Model
Victim | CIFAR10 CIFAR100 SVHN MNIST SVHN;ie.w Random | l
CIFARIO 955% |  95.2% 93.5% 66.6%  37.2% - 100%
SVHN  962% | 96.0% - 963%  89.5% 96.1%  84.1%
Deployed |
Model —>
(victim) '

Student Model
(adversary) — C

Images

[Data-Free Model Extraction. Truong et at. CVPR 2021]
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Data Free Model Extraction

— Data flow
—» Backprobagation Black-box access only
- - - » Gradient approximation r======-=-== 1
| |
c----L-1  Victim -
 —
: ! V
Generator |« - -~ 'L
L —» C —X T T T T TTTTT
| Student
—
S

min max B, x0,1) [£(V(6(2)), S(6(2)))]



Data Free Model Extraction

Dataset (budget) Victim accuracy DFME Random

CIFARI10 (20M) 95.5% 88.1% 0.92x)  10.0%

SVHN (2M) 96.2% 95.2% (0.99x)  84.1%
Drawback:

o Query budget is high (2M and 20M queries)

o Not an issue when attacking on-device ML models
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Data-Free Model Stealing with Hard Label

—— Forward Propagation

Clone Model Training

«- - - Backward Propagation for A
Generator | Victim Model y(z) { Lo J
<= == Backward Propagation for V —
Clone |
I
Generator Training :
I
z~ N(0,1) Generator T = g(z) .. Clone Model s C(:L')
g s R C gt e
: |
I
l —y
|
: Lclass_div
! \_ .
| s ~
- - - Discriminator |« -~~~ -~~~ -~
—> - cadv
Proxy > D
Data b g

[Towards Data-Free Model Stealing in a Hard Label Setting. Sanyal et at. CVPR 2022]
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Data-Free Model Stealing with Hard Label

- Proxy data
Synthetic DFMS-HL GAN

|
e
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Data-Free Model Stealing with Hard Label

Method Hard Label Black-Box Data-Free Victim Accuracy Synthetic/ Data-Free CIFAR-100 (40C) CIFAR-100 (10C)
Victim Accuracy ~ 95.5%, Victim Model: ResNet-34

MAZE [17] X v v 95.50 45.60

DFME [34] X v v 95.50 88.10 - -

DFMS-HL (Ours) v v v 95.59 84.51 92.06 85.53

DFMS-SL (Ours) X v v 95.59 91.24 93.96 90.88

21



Let’s Move On to Data Privacy



Data Privacy

Common approach: anonymize sensitive data
Many ways to de-anonymize

Unprotected ML model may leak training data information

23



Data

Generic Framework

Model

g- i =

User

24



Generic Framework

Interface

Database

interface,
or report of

How do we provide useful information to user, while
preserving privacy of individuals in the data?
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Anonymlzatlon
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https://www.cc.ntu.edu.tw/chinese/epaper/0040/20170320 4008.html
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https://www.cc.ntu.edu.tw/chinese/epaper/0040/20170320_4008.html

Linkage Attack

87 % of US population uniquely identifiable by 5-digit ZIP, gender, DOB

Ethnicity Name

Address

Visit datg

Date
registered

Diagnosi

Procedur

Party
affiliation

Medicati

Date last
voted
Medical Data Voter List

Total cha

[Sweeney. ‘97]
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I

I3

Anonymized Netflix DB

[ claiator | Tianic | eidi [N

2
0.5

Linkage Attack

Publicly available IMDb ratings

Titanic

Used as auxiliary information

| 4

Weighted Scoring Algorithm

[Narayanan et al. ’08]
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K-anonymity

ID | Age Zipcode Diagnosis

1 28 13053  Heart Disease
2 29 13068 Heart Disease
3 21 13068 Viral Infection
4 23 13053  Viral Infection
5 50 14853 Cancer
6 55 14853  Heart Disease
7 47 14850  Viral Infection
8 49 14850  Viral Infection
9 31 13053 Cancer
10 37 13053 QBEancer
11 36 13222 JIESREEE
12 35 13068 Cancer

k-anonymization

Ensure that each record is indistinguishable with other k-1 records

ID FAge Zipcode Diagnosis

1 [20-30] 130** Heart Disease

2 [20-30] 130** Heart Disease

3 [20-30] 130** Viral Infection

4 20-30] 130**  Viral Infection
5

6

7

8

9 [30-40] 13*** Cancer

10 [30-40] 13*** Cancer

11 [30-40] 13*** Cancer

12 [30-40] 13*** Cancer




K-Anonymity

Optimal k-anonymity is an NP-hard problem

May remove too much information

% FréH{HS 905

ZFTeH R BN TR A E

AEEITIRRE w2 FREL R = avanill
905150072 #OE TEEY —fAE
905150079 FOH#E 1EEY —feAE
905150676 T O 1EHY —fE
905150659 OB 1EEY —f&E
905150671 KOfm IEEY —&E
905150028 8O IEEY —fE
905170070 BOT IEEY —f&E
905150285 TO#% IEEY —fE
905150480 HOR IEEY —f&E

K

2

% FréH S 905

TR BN TR A E T

i A w2 $REL A = avanill
9051 IEHY —f4E
9051 IEEY —fe4E
9051 IEEY —f4E
9051 IEHY —f4
9051 1EEY —E
9051 IEHY —fE
9051 IEEY —fE
9051 TEHY —fE
9051 IEHY —f&E
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Attack to K-Anonymity

Homogeneity attack

A 3-anonymous patient table

Bob
Zipcode | Age
47678 27

Background knowledge attack

Zipcode | Age Disease
476%** 2% Heart Disease
476%** 2% Heart Disease
476** 2% Heart Disease
4790* | =40 Flu
4790* | =40 | Heart Disease
4790* | =40 Cancer

Heart Disease

Carl
Zipcode | Age
47673 36

Cancer

Cancer

31



I-Diversity

Extension of K-anonymity

Caucas |787XX /|Flu  \
Caucas 787X)¢ Shingles
Caucas 787X)£ Acne
Caucas 787X)k Flu
Caucas 787XX\ Acne |
Caucas |787XX \Flu
Asian/AfrAm | 78 XXX / lu
Asian/AfrAm 78XX)$/ Flu )
Asian/AfrAm 78XX* Acnhe
Asian/AfrAm 78XX* Shingles
Asian/AfrAm 78XX)8\ Acne )
Asian/AfrAm | 78X XX N\

Elu

Sensitive attributes must be
diverse” within each
quasi-identifier equivalence class

32



Attack to I-Diversity: Skewness Attack

Suppose 10% of the population suffer from diabetes

In this subset, the probability of diabetes is much higher

Race DOB Sex ZIP Disease

black 64 F 941**  diabetes
black 64 F 941**  short breath
black 64 F 941**  diabetes
black 64 F 941** diabetes




Attack to I-Diversity: Similarity Attack

|-diversity does not consider the semantics of sensitive values!

A 3-diverse patient table

Similarity attack - -
Zipcode | Age | Salary Disease
Bob 476%% | 2% | 20K Gastric Ulcer
Zip Age 476%** 2% 30K Gastritis ]
47678 27 ( 476%* 2% 40K | Stomach Cancer
4790%* =40 50K Gastritis
4790* | =40 | 100K Flu
Conclusion 4790* | =40 | 70K Bronchitis
|. Bob’s salary is in [20k,40k], 476%* | 3* | 60K Bronchitis
which is relatively low 476%* | 3* | 80K Pneumonia
2. Bob has some stomach-related | 476%* | 3% 90K | Stomach Cancer

disease



Many subsequent work

- t-closeness, m-invariance, delta-presence, ...

. Still an active research area
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Model Inversion Attack iredriksonetal. 14

Application in pharmacogenetics

A%%Genotype
fx)
. Trained
- Clinical Model

Variables

[Privacy in Pharmacogenetics: An End-to-End Case Study of Personalized Warfarin Dosing.

Fredrikson et al. Usenix Security Symposium 2014] 36



Example Task: Warfarin Dosing

Warfarin is the most popular anticoagulant in use today

Warfarin is notoriously difficult to dose correctly
patient demographics

‘4\‘ relevant genotypes

age height ‘ weight race ‘ history dose

/ target

L . outcome
Medications, smoking

status, etc...
37



Example Task: Warfarin Dosing

- Studies show linear regression performs best

age height | weight race ‘ history

YZax*h e =




Pharmacogenetic Privacy

sqrt(dose) = 5.6044 + 0.2614 * age + 0.1092 * asian race - 0.2760 * black or african american -
0.8677 * vkorc1=A/G - 1.6974 * vkorc1=A/A - 1.9206 * cyp2c9="2/*3 -
2.3312 * cyp2c9="3/*3 + ---

CYP2C9

VKORCT ( Initial
"“——*L_ f‘xz del ———  Wafarin

weight, -——J

meds, ...

39



Pharmacogenetic Privacy

age height | weight race history | vkorc1 @ cyp2c9  dose

CYP2C9 4”’\/
VKORC1 :

f(x) 7~ Warfarin
race, age, Linear Model ‘Dose
weight,




Model Inversion

VKORC1

Attacker knows:
basic demographics

black-box access to model
stable warfarin dose

marginal priors on patient distribution

O O O O

Goal: infer the patient’s genetic markers from this information

41



1.

)

2. Find the most likely values among those that remain

Model Inversion Algorithm

p=0.23
p=0. 75

Compute all values that agree with given information
age height | weight | race | history | vkorc1l | cyp2c9 | dose

50-59 | 176.53 | 144.2 white 42.0 49.7

50-59 | 176.53 | 144.2 white 42.0 42.0

50-59 | 176.53 | 144.2 white 42.0 39.2

p=0.01

42



Model Inversion Algorithm

When model is perfect

1. Inle: K = (Xl,. X 7xk7y)7f7pl,...,d,y
2. Find the feasible set X CX,i.e., suchthat Vx € X

(b) f evaluates to y as given in zg: f(x) =y.

3. If |X| =0, return L.

4. Return x; that maximizes erf(:x,:xt ngigd pi(Xi)

(a) xmatches zg on known attributes: for 1 <i<k,x; =x;.

43



Model Inversion Algorithm

When model is imperfect

1. Input: zg = (x1,...,%,Y), > T, P1....dy
2. Find the feasible set X C X, i.e., such that Vx € X

(a) x matches zx on known attributes: for 1 <i <k, x; = x;.

3. If [X| =0, return L.

4. Return x; that maximizes erf(:x, —x, Ty, f(x) ngisd pi(Xi)

n(y,y') =Pr [z, =y|f(2x) =)'] can be estimated by confusion
matrices or standardized regression error

44



Limitation of This Method

- Inefficient if dimensions we want to recover are high

o €.g., Image domain

45



Model Inversion in Face Recognition

[Fredrikson et al. ‘15]

[Model Inversion Attacks that Exploit Confidence Information and Basic Countermeasures.
Fredrikson et al. CCS 2015]
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How Do We Achieve This?

. Gradient Descent!

Like adversarial attack, but needs some constraints in
the direction that we move

x; < PROCESS(x;—1 — A - Ve(xi-1))

Follow the gradient until meets the confidence threshold

47



Experiments

Attack 3 models: softmax regression, multi-layer perceptron,
stacked denoising autoencoder network

Algorithm 2 Processing function for stacked DAE.

function PROCESS-DAE(x)
encoder . DECODE(X)
x < NLMEANSDENOISE(x)
X < SHARPEN(X)
return encoder. ENCODE(vecr)

| Target Softmax MP DAE

48



Black-box Attack

Estimate each gradient with 2d black-box queries

- Works well for softmax regression (linear model)

- Takes too long for MLP and stacked DAE

49



Possible Black-box Defense: Rounding

Output confidence values with less precision

no rounding r = 0.001 r = 0.005 r = 0.01 r = 0.05

50



Other Applications

1. Train

2. Predict

[The Secret Sharer: Evaluating and Testing Unintended Memorization in Neural Networks

Carlini et al. Usenix Security Symposium 2019]
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Other Applications

1. Train

, 2. Extract
-8

[The Secret Sharer: Evaluating and Testing Unintended Memorization in Neural Networks

Carlini et al. Usenix Security Symposium 2019]
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Somali ¥ Q—-’

ag ag ag ag ag ag ag
ag ag ag

English ~

And its length was
one hundred cubits

at one end

=

"D

UL
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GO gle "its length was one hundred cubits" @,  §

All Images News Shopping Videos More Settings Tools

About 2,850 results (0.17 seconds)

1 Kings 7:2 He built the House of the Forest of Lebanon a hundred ...
https://biblehub.com/1_kings/7-2.htm ~

For he built the house of the forest of Lebanon; its length was one hundred cubits, and its
breadth fifty cubits, and its height thirty cubits, on four rows of cedar ...

1 Kings 7:2 NLT: One of Solomon's buildings was called the Palace of ...
https://biblehub.com/nlt/1_kings/7-2.htm ¥

For he built the house of the forest of Lebanon; its length was one hundred cubits, and its
breadth fifty cubits, and its height thirty cubits, on four rows of cedar ...
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Extracting Training Data

P(My SSN is 000-00-0000) = 0.01
P(My SSN is 000-00-0001) = 0.02
P(My SSN is 000-00-0002) = 0.01

P(My SSN is 123-45-6788) = 0.00
P(My SSN is 123-45-6789) = 0.32

P(My SSN is 999-99-9999) = 0.01
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Does It Work in Practice?

The brute-force search needs too many queries

Better algorithm inspired by Dijkstra’s shortest path search

o Takes only 10° queries, four orders of magnitude fewer
than the brute-force approach

56



Choose Between

Model A

CS S

Accuracy: 96%
High Memorization

Model B

cS 52

Accuracy: 92%
No Memorization
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Exposure-based Testing Method

- If a model memorizes completely random canaries, it

probably also is memorizing other training data

1. Train
= "correct horse battery staple”

2. Predict

BR) =Y

58



Exposure-based Testing Method

1. Train

B>
2. Predict

P(=1;%3) = 0.6
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Exposure-based Testing Method

1. Train

B>
2. Predict

P(=7;%08) = 0.1

60



Exposu re

l:lOther Candidate

_ P(E300)
expected P(7;55kR)




Summary of the Testing Algorithm

1. Generate canary [«
2. Insert >4 into training data
3. Train model

4. Compute exposure of >

(Compare likelihood to other candid ates)
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How to Choose Models?

S @

70 15 80 85 90 95
Mean perplexity of test data (utility)

Canary exposure in trained model
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Provable Defense?

Differential Privacy

o We will introduce this framework later in this course
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