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Supervised Learning
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• Deep learning plus supervised learning are rocking the world ...
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• In real world scenarios, data-annotation is quite time-consuming

• Could one exploit supervised signals from unlabeled data?



Self-Supervised Learning (SSL)
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• Learning discriminative representations from unlabeled data

• Create self-supervised tasks via data augmentation

Rotation
90。 Jigsaw Puzzle

Colorization



Self-Supervised Learning (SSL)
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• Self-Supervised Pretraining

• Supervised Fine-tuning



Self-Supervised Learning (SSL)
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• Pretext Tasks
• Jigsaw (ECCV’16)
• RotNet (ICLR’18)

• Contrastive Learning
• CPC (ICML’20)
• SimCLR (ICML’20)

• Learning w/o negative samples
• BYOL (NeurIPS’20)
• Barlow Twins (ICML’21)



RotNet
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• Learning to predict the rotation angle

Gidaris et al. “Unsupervised Representation Learning by Predicting Image Rotations.” ICLR 2018



RotNet
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• Filters learned with SSL exhibit more variety



Jigsaw Puzzle
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• Assign the permutation index and perform augmentation

• Solve jigsaw puzzle by predicting the permutation index

Noroozi et al. “Unsupervised learning of visual representations by solving jigsaw puzzles.” ECCV 2016



Self-Supervised Learning (SSL)
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Contrastive Predictive Coding (CPC)

12Henaff et al. “Data-efficient image recognition with contrastive predictive coding.“ ICML 2020

• Sample positive patches from itself and negative patches from other images

• Maximize positive similarities and minimize negative ones

positive

positive negative



SimCLR

13Chen et al. "A simple framework for contrastive learning of visual representations." ICML 2020

• Attract augmented images and repel negative samples

• Improve the representation quality with projection heads (g)…why?



SimCLR
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• Experiments on semi-supervised settings



Self-Supervised Learning (SSL)
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Bootstrap Your Own Latent (BYOL)
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• No need of negative pairs

• Introduce the predictor for asymmetry to avoid collapse

• Exponential Moving Average (EMA) 

Grill et al. “Bootstrap your own latent: A new approach to self-supervised learning.” NeurIPS 2020



BYOL
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• No need of negative pairs

• Introduce the predictor for asymmetry to avoid collapse

• Exponential Moving Average (EMA) 

Grill et al. “Bootstrap your own latent: A new approach to self-supervised learning.” NeurIPS 2020



Barlow Twins
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• Enforce diversity among feature dimensions

• Maximize diagonal terms and minimize off-diagonal ones

• No need of negative pairs, predictor network, gradient stopping 
or moving average techniques

Zbontar et al. “Barlow twins: Self-supervised learning via redundancy reduction.” ICML 2021



Barlow Twins
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• Experiments on classification



Barlow Twins
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• Experiments on detection and segmentation



SSL Beyond Image Data
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• What about videos?

• What about noisy data? J. Li et al., Learning to Learn from Noisy Labeled Data, CVPR 2019



What’s Next?

• Self-Supervised Learning (SSL)
• Pretext Tasks vs. Contrastive Learning
• SSL Beyond Images

• Invited Talk
• 10 Secrets You Need to Know About

Software Engineering & Career Planning 
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