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What to Be Covered Today…

• Transfer Learning
• Visual Classification – Domain Adaptation
• Visual Synthesis – Style Transfer

• Recurrent Neural Networks
• From RNN to LSTM & GRU
• Selected Models for Sequence-to-Sequence Learning
• Attention in RNN
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Transfer Learning for Image Synthesis

• Cross-Domain Image Translation
• Pix2pix: Pairwise cross-domain training data
• CycleGAN/DualGAN/DiscoGAN: Unpaired cross-domain training data
• UNIT: Learning cross-domain image representation (with unpaired training data)
• AdaIN: Single-image arbitrary style transfer in real-time
• Beyond image translation
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Pix2pix

• Image-to-image translation with conditional adversarial networks (CVPR’17)
• Can be viewed as image style transfer
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Sketch Photo

Isola et al. " Image-to-image translation with conditional adversarial networks." CVPR 2017.



Pix2pix
• Goal / Problem Setting

• Image translation across two distinct domains (e.g., sketch v.s. photo)

• Pairwise training data

• Method: Conditional GAN
• Example: Sketch to Photo

• Generator
Input: Sketch
Output: Photo

• Discriminator
Input: Concatenation of Input(Sketch) 
& Synthesized/Real(Photo) images
Output: Real or Fake
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Testing Phase

GeneratedInput

Input

Concat

Concat

Training Phase

Input

real

Isola et al. " Image-to-image translation with conditional adversarial networks." CVPR 2017.



CycleGAN/DiscoGAN/DualGAN

• CycleGAN
• Unpaired Image-to-Image Translation using Cycle-Consistent Adversarial 

Networks -to-image translation with conditional adversarial networks

6Zhu et al. "Unpaired Image-To-Image Translation Using Cycle-Consistent Adversarial Networks." CVPR 2017.

• Easier to collect training data

• More practical

Paired Unpaired

1-to-1 
Correspondence

No 
Correspondence



CycleGAN

7Zhu et al. "Unpaired Image-To-Image Translation Using Cycle-Consistent Adversarial Networks." CVPR 2017.

• Goal / Problem Setting
• Image translation across two distinct domains 
• Unpaired training data

• Idea
• Autoencoding-like image translation
• Cycle consistency between two domains 

Photo Painting
Unpaired

Cycle Consistency

Photo Painting Photo

Training data

Painting Photo Painting

Cycle Consistency



UNIT

• Unsupervised Image-to-Image Translation Networks (NIPS’17)
• Image translation via learning cross-domain joint representation

8Liu et al., "Unsupervised image-to-image translation networks.“, NIPS 2017

𝑥𝑥1
𝑥𝑥2

𝑧𝑧
𝒵𝒵: Joint latent space

𝒳𝒳1 𝒳𝒳2

𝑥𝑥1
𝑥𝑥2

𝑧𝑧
𝒵𝒵: Joint latent space

𝒳𝒳1 𝒳𝒳2

Stage1: Encode to the joint space Stage2: Generate cross-domain images 

Day Night Day Night



UNIT

• Goal/Problem Setting
• Image translation 

across two distinct domains
• Unpaired training image data

• Idea
• Based on two parallel VAE-GAN models

9Liu et al., "Unsupervised image-to-image translation networks.“, NIPS 2017

VAE GAN



Transfer Learning for Image Synthesis

• Cross-Domain Image Translation
• Pix2pix: Pairwise cross-domain training data
• CycleGAN/DualGAN/DiscoGAN: Unpaired cross-domain training data
• UNIT: Learning cross-domain image representation (with unpaired training data)
• AdaIN: Single-image arbitrary style transfer in real-time
• Beyond image translation
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AdaIN
• We’ve talked about style transfer methods like Pix2Pix or CycleGAN.

• Arbitrary Style Transfer in Real-time with Adaptive Instance Normalization (ICCV’17)
• Single-image arbitrary style transfer in real-time

11
Huang et al. ” Arbitrary Style Transfer in Real-time with Adaptive Instance Normalization . ” ICCV 2017



AdaIN

• Adaptive Instance Normalization

AdaIN 𝑥𝑥,𝑦𝑦 = 𝜎𝜎(𝑦𝑦)
𝑥𝑥 − 𝜇𝜇 𝑥𝑥
𝜎𝜎 𝑥𝑥 + 𝜇𝜇(𝑦𝑦)

• 𝑥𝑥: content input, 𝑦𝑦: style input

• No learnable affine parameters

• Perform style transfer in the feature space
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Huang et al. ” Arbitrary Style Transfer in Real-time with Adaptive Instance Normalization . ” ICCV 2017 & http://shorturl.at/EW149

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
𝑖𝑖𝐶𝐶𝑖𝑖𝑖𝑖𝐶𝐶

𝑆𝑆𝐶𝐶𝑦𝑦𝑆𝑆𝐶𝐶
𝑖𝑖𝐶𝐶𝑖𝑖𝑖𝑖𝐶𝐶

http://shorturl.at/EW149


AdaIN (cont’d)
• 𝑓𝑓: Encoder, 𝑔𝑔: Decoder 

13
Huang et al. ” Arbitrary Style Transfer in Real-time with Adaptive Instance Normalization . ” ICCV 2017 & http://shorturl.at/egtQT

Content loss (via content/perceptual consistency): 

Style loss (via Gram matrix loss):

http://shorturl.at/egtQT


AdaIN

• Qualitative 
results

14
Huang et al. ” Arbitrary Style Transfer in Real-time with Adaptive Instance Normalization . ” ICCV 2017



Transfer Learning for Image Synthesis

• Cross-Domain Image Translation
• Pix2pix: Pairwise cross-domain training data
• CycleGAN/DualGAN/DiscoGAN: Unpaired cross-domain training data
• UNIT: Learning cross-domain image representation (with unpaired training data)
• AdaIN
• Beyond image translation
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Revisit: CycleGAN

16Zhu et al. "Unpaired Image-To-Image Translation Using Cycle-Consistent Adversarial Networks." CVPR 2017.

• Goal / Problem Setting
• Image translation across two distinct domains 
• Unpaired training data

• Idea
• Autoencoding-like image translation
• Cycle consistency between two domains 

Photo Painting
Unpaired

Cycle Consistency

Photo Painting Photo

Training data

Painting Photo Painting

Cycle Consistency



BicycleGAN

• Toward Multimodal Image-to-Image Translation (NIPS’17)
• Goal / Problem Setting 

• Producing diverse images across two distinct domains.
• Pairwise training data

• Idea 
• Combine conditional VAE-GAN and conditional Latent Regressor GAN.

17



BicycleGAN - Experiment

Zhu et al., Toward Multimodal Image-to-Image Translation, NIPS 2017
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DRIT
• Diverse Image-to-Image Translation via Disentangled Representations 

(ECCV’18 oral)
• Goal / Problem Setting 

• Producing diverse images across two distinct domains.
• Unpaired training data

• Idea 
• Disentangle latent representation into 

domain-invariant and domain-specific features
• Generate cross-domain images by swapping 

the latent feature from each domain.       
• Applied cross-cycle consistency 

19



Method – Main Framework

Lee et al., Diverse Image-to-Image Translation via Disentangled Representations, ECCV 2018 (oral)
20

Attribute: species
Content: pose (style)



Method – For Attribute Features

• KL loss: 
perform stochastic sampling at test time.

• Latent regression loss: 
encourage invertible mapping btw image and latent representations

Lee et al., Diverse Image-to-Image Translation via Disentangled Representations, ECCV 2018 (oral)
21



Method – Inference phase

Lee et al., Diverse Image-to-Image Translation via Disentangled Representations, ECCV 2018 (oral)
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Example Results

Lee et al., Diverse Image-to-Image Translation via Disentangled Representations, ECCV 2018 (oral)
23



What to Be Covered Today…

• Transfer Learning
• Visual Classification – Domain Adaptation
• Visual Synthesis – Style Transfer

• Recurrent Neural Networks
• From RNN to LSTM & GRU
• Selected Models for Sequence-to-Sequence Learning
• Attention in RNN
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What Are The Limitations of CNN?

• Deal with image data
• Both input and output are images/vectors

• Simply feed-forward processing

DOG

CAT

MONKEY

25



Example of (Visual) Sequential Data

https://quickdraw.withgoogle.com/#
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More Applications in Vision

Image Captioning

Figure from Vinyals et al, “Show and tell: A neural image caption generator”, CVPR 2015
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More Applications in Vision

Visual Question Answering (VQA)

output

Input

Figure from Zhu et al, “Visual 7W: Grounded Question Answering in Images”, CVPR 2016
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How to Model Sequential Data?

• Deep learning for sequential data
• 3-dimensional convolution neural networks

3D convolution
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How to Model Sequential Data?

• Deep learning for sequential data
• Recurrent neural networks (RNN)

RNN
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Recurrent Neural Networks

• Parameter sharing + unrolling
• Keeps the number of parameters fixed
• Allows sequential data with varying lengths

• Memory ability
• Capture and preserve information which has been extracted
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Recurrence Formula

• Same function and parameters used at every time step:

ℎ𝑡𝑡 ,𝑦𝑦𝑡𝑡 = 𝑓𝑓𝑊𝑊 ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡

𝑥𝑥

RNN

𝑦𝑦
new state
for time t

state at
time t-1

input vector 
at time t

output vector
at time t

function
with parameters W

32



Recurrence Formula

• Same function and parameters used at every time step:

ℎ𝑡𝑡 ,𝑦𝑦𝑡𝑡 = 𝑓𝑓𝑊𝑊 ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡

↓

ℎ𝑡𝑡 = 𝐶𝐶𝑡𝑡𝐶𝐶ℎ 𝑊𝑊ℎℎℎ𝑡𝑡−1 + 𝑊𝑊𝑥𝑥ℎ𝑥𝑥𝑡𝑡
𝑦𝑦𝑡𝑡 = 𝑊𝑊ℎ𝑦𝑦ℎ𝑡𝑡

𝑥𝑥

RNN

𝑦𝑦
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Multiple Recurrent Layers

34



Multiple Recurrent Layers
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e.g., video indexinge.g., video predictione.g., image caption e.g., action recognition

36



Example: Image Captioning

Figure from Karpathy et a, “Deep Visual-Semantic Alignments for Generating Image Descriptions”, CVPR 2015
37
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CNN
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Training RNNs: 
Back Propagation Through Time

• Let’s focus on one training instance.
• The divergence to be computed is between 

the sequence of outputs by the network and the desired output sequence.

• Generally, this is not just the sum of the divergences at individual times.

44



Back Propagation Through Time (BPTT)

45



Pascanu et al, “On the difficulty of training recurrent neural networks”, ICML 2013

Back Propagation Through Time (BPTT)

46



Gradient Vanishing & Exploding

● Computing gradient involves many factors of W

○ Exploding gradients : Largest singular value > 1

○ Vanishing gradients : Largest singular value < 1

47



Solutions…

● Gradients clipping : rescale gradients if too large

● How about vanishing gradients?

○ Change RNN architecture!

standard gradient descent trajectories

gradient clipping to fix problem

48



Variants of RNN

• Long Short-term Memory (LSTM) [Hochreiter et al., 1997]

• Additional memory cell 
• Input/Forget/Output Gates
• Handle gradient vanishing
• Learn long-term dependencies

• Gated Recurrent Unit (GRU) [Cho et al., EMNLP 2014]

• Similar to LSTM
• No additional memory cell
• Reset / Update Gates
• Fewer parameters than LSTM
• Comparable performance to LSTM [Chung et al., NIPS Workshop 2014]

49



Vanilla RNN vs. LSTM

Input in time tOutput in time t

LSTM

50



Long Short-Term Memory (LSTM)

Image Credit: Hung-Yi Lee 51

Memory Cell

Input in time tOutput in time t

Forget gate

Input gate

Input activation

Output gate

Cell state

Hidden state



tanh

tanh

Cell state

Hidden state

Forget gate

Input gate

Input activation

Output gate

Cell state

Hidden state

Long Short-Term Memory (LSTM)

52



Calculate forget gate f: 
whether to erase cellCell state

Hidden state

Long Short-Term Memory (LSTM)
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Forget gate



Long Short-Term Memory (LSTM)

Calculate input gate i:
whether to write to cellCell state

Hidden state
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Input gate



tanh

Calculate input activation:
how much to write to cellCell state

Hidden state

Long Short-Term Memory (LSTM)
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Input activation



tanh

Calculate output gate o:
how much to reveal cellCell state

Hidden state

Long Short-Term Memory (LSTM)
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Output gate



tanh

Update memory cellCell state

Hidden state

Long Short-Term Memory (LSTM)
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Cell state



tanh

tanh

Calculate output htCell state

Hidden state

Long Short-Term Memory (LSTM)

58

Hidden state



tanh

tanh

Prevent gradient vanishing 
if forget gate f is open (>0).

Cell state

Hidden state

Long Short-Term Memory (LSTM)

59



LSTM: Gradient Flow

60

Remarks:
- Linear relationship between ct and ct-1 instead of multiplication relationship of ht and ht-1 in vanilla RNN

UMich EECS-498-007



LSTM: Gradient Flow

61

Remarks:
- Linear relationship between ct and ct-1 instead of multiplication relationship of ht and ht-1 in vanilla RNN
- Forget gate f provides shortcut connection across time steps

UMich EECS-498-007



Variants of RNN

• Long Short-term Memory (LSTM) [Hochreiter et al., 1997]

• Additional memory cell 
• Input / Forget / Output Gates
• Handle gradient vanishing
• Learn long-term dependencies

• Gated Recurrent Unit (GRU) [Cho et al., EMNLP 2014]

• Similar to LSTM
• No additional memory cell
• Reset/Update Gates
• Fewer parameters than LSTM
• Comparable performance to LSTM [Chung et al., NIPS Workshop 2014]
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LSTM vs. GRU

LSTM GRU

Forget gate

Input gate

Input activation

Output gate

Cell state

Hidden state

Reset gate

Update gate

Input activation

Hidden state
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Gated Recurrent Unit (GRU)

tanh

Hidden state
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Hidden state
Calculate reset gate r

Gated Recurrent Unit (GRU)
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Reset gate



Hidden state
Calculate update gate z

Gated Recurrent Unit (GRU)
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Update gate



tanh

Hidden state
Calculate input activation

Gated Recurrent Unit (GRU)
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Input activation



tanh

Hidden state
Calculate output

Gated Recurrent Unit (GRU)

68

Hidden state



tanh

Hidden state
Prevent gradient vanishing if update gate z is open!

Remarks:
- Update gate z provides shortcut connection across time steps
- Linear relationship between ht and ht-1 instead of multiplication relationship of ht and ht-1 in vanilla RNN

Gated Recurrent Unit (GRU)
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Input in time tOutput in time t

tanh

tanh

tanh
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Vanilla RNN, LSTM, & GRU

𝑥𝑥

RNN

𝑦𝑦



LSTM vs. GRU

Vanilla RNN LSTM GRU

Cell state X O O

Number of Gates N/A 3 2

Parameters Least Most Fewer

Gradient Vanishing / 
Exploding   

71



What to Be Covered Today…

• Transfer Learning
• Visual Classification – Domain Adaptation
• Visual Synthesis – Style Transfer

• Recurrent Neural Networks
• From RNN to LSTM & GRU
• Selected Models for Sequence-to-Sequence Learning
• Attention in RNN
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Sequence-to-Sequence Modeling 

• Setting
• An input sequence X1, …, XN

• An output sequence Y1, …, YM

• Generally N ≠ M, i.e., no synchrony between X and Y

• Examples
• Speech recognition: speech goes in, and a word sequence comes out
• Machine translation: word sequence goes in, and another comes out
• Video captioning: video frames goes in, word sequence comes out

Deep learning rocks!

深度學習好棒棒!
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S-to-S Models with Alignment

• The input and output sequences happen in the same order
• The input/output sequences may be asynchronous.
• E.g., speech recognition or video captioning, in which the input sequence 

corresponds to the phoneme/caption sequence out.
• Recall that…

e.g., video captioninge.g., video predictione.g., image caption e.g., action recognition

74



• Original model proposed in NIPS 2014
• An encoder-decoder model

Sutskever et al, “Sequence to Sequence Learning with Neural Networks”, NIPS 2014

Sequence-to-Sequence Modeling (cont’d) 

75



What’s the Potential Problem?

• Each hidden state vector extracts/carries information across time steps 
(some might be diluted downstream).

• However, information of the entire input sequence is embedded into a 
single hidden state vector.

76



• Outputs at different time steps have particular meanings.
• However, synchrony between input and output seqs is not required.

What’s the Potential Problem? (cont’d)

77



• Connecting every hidden state between encoder and decoder?

• Infeasible! 
• Both inputs and outputs are with varying sizes.
• Overparameterized
• Possible solution: attention (will cover next week)

What’s the Potential Problem? (cont’d)

78



Recent Advances of GAN-based Models
for Video-Based Applications
• Video Generation

• MoCoGAN: Decomposing Motion and Content for Video Generation (CVPR’18)

• Video Prediction
• Deterministic

• Unsupervised Learning of Video Representations using LSTMs (ICML’15)
• Decomposing Motion and Content for Natural Video Sequence Prediction 

(ICLR’17)
• Learning to generate long-term future via hierarchical prediction (ICML’17)

• Stochastic (if time permits)
• Stochastic Video Generation with a Learned Prior (Denton et al., ArXiv’18)

79



Video Generation

• Learning a latent space to describe image/video data
• Input: latent representation

• Output: sequence of images/frames (i.e., video)

Latent Space Image / Video Space

E.g., Latent space for content-motion decomposition

80



Video Generation

• MoCoGAN: Decomposing Motion and Content for Video Generation (Tulyakov et al, CVPR’18)

Objective Function:

Generated Video:

GRU
cell

Real Fake Real Fake

Real Video:

81



Results:
Content

M
ot

io
n

Example Results

• MoCoGAN: Decomposing Motion and Content for Video Generation (Tulyakov et al, CVPR’18)
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Recent Advances of Attention models 
in Video-Based Applications

• Video Generation
• MoCoGAN: Decomposing Motion and Content for Video Generation (CVPR’18)

• Video Prediction
• Deterministic

• Unsupervised Learning of Video Representations using LSTMs (ICML’15)
• Decomposing Motion and Content for Natural Video Sequence Prediction (ICLR’17)
• Learning to generate long-term future via hierarchical prediction (ICML’17)

• Stochastic
• Stochastic Video Generation with a Learned Prior (Denton et al., ArXiv’18)

83



Video Prediction

• Input: A few known frames
• Output: Unknown future frames

How about the future frames? 
(i.e., t > 5)

84



• Unsupervised Learning of Video Representations using LSTMs
(Srivastava et al., ICML’15)

Video Prediction - Deterministic

- LSTM Encoder-Decoder model
- Two tasks: Reconstruction & Prediction

- Results (L: ref video, R: output video) 
- Bouncing (Moving) MNIST

- Video patches of UCF-101

LSTM
Cell 1

LSTM
Cell 2

LSTM
Cell 3

Cross Entropy Loss 
or L2 Loss

Cross Entropy Loss 
or L2 Loss
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• Decomposing Motion and Content for Natural Video Sequence Prediction 
(Villegas et al., ICLR’17)

Motion Encoder

Content Encoder

Multi-scale Motion & Content Residual

Combination Layers and Decoder

Recurrently generate 

Video Prediction - Deterministic

History of image differences

Image at time t

Hidden state
(motion)

cell state
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• Decomposing Motion and Content for Natural Video Sequence Prediction 
(Villegas et al., ICLR’17)

Objective Function:

Pixel Value similarity
Gradient of Pixel Value similarity

Adversarial Training -> alternate btw min L & Ldisc

G

Update Image Generation Network (G)

Real

Fake
D

Update Discriminator (D)
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• Example Results
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• Learning to generate long-term future via hierarchical prediction
(Villegas et al., ICML’17)

Stage 2:
Future Pose Prediction 

Stage 3:
Image Generation 

Stage 1:
Pose Estimation Hourglass network (Newell et al., ECCV’16)

Sequence-to-Sequence model on high-level structure

Visual-Structure Analogy

Video Prediction - Deterministic

89



• Learning to generate long-term future via hierarchical prediction 
(Villegas et al., ICML’17)

Step 2:
Future Pose Prediction Sequence-to-Sequence model on high-level structure

Objective Function:

90



Step 3:
Image Generation Visual-Structure Analogy

• Learning to generate long-term future via hierarchical prediction
(Villegas et al., ICML’17)

Objective Function: Adversarial Training -> alternately minimize L & LDisc

Update Image Generation Network (G)

Update Discriminator (D)

D

G

Real

Fake

Fake
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• Example Results

Results on Penn Action Dataset:
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What to Be Covered Today…

• Transfer Learning
• Visual Classification – Domain Adaptation
• Visual Synthesis – Style Transfer

• Recurrent Neural Networks
• From RNN to LSTM & GRU
• Selected Models for Sequence-to-Sequence Learning
• Attention in RNN

93



What’s the Potential Problem of RNN?

• Each hidden state vector extracts/carries information across time steps 
(some might be diluted downstream).

• However, information of the entire input sequence is embedded into a 
single hidden state vector.

94



• Outputs at different time steps have particular meanings.
• However, synchrony between input and output seqs is not required.

What’s the Potential Problem? (cont’d)

95

I am a student

Je

Je

suis

suis

étudiant

étudiant

<EOS>



• Connecting every hidden state between encoder and decoder?

• Infeasible! 
• Both inputs and outputs are with varying sizes.
• Overparameterized

96

RNN with Attention is Good, But..



Solution Ver. 1: Attention Model

• What should the attention model be?
• A NN whose inputs are z and h while output is a scalar, 

indicating the similarity between z and h.
• Most attention models are jointly learned or trained with other 

parts of network (e.g., recognition, etc.)

97



0.5                              0.5                                  0                            0   

𝒄𝒄𝟎𝟎 = ∑𝜶𝜶𝐡𝐡
= 0.5h1 + 0.5h2

Solution: Attention Model

98



Solution: Attention Model
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0                               0                              0.5                            0.5

𝒄𝒄𝟏𝟏 = ∑𝜶𝜶𝐡𝐡
= 0.5h3 + 0.5h4

Solution: Attention Model

100



Repeat the process until 
<EOS> token was generated

Solution: Attention Model

101



Selected Attention Models 
for Image-Based Applications

• Image Captioning
• Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual 

Attention”, ICML ’15

• Visual Question Answering
• Zhu et al, “Visual7W: Grounded Question Answering in Images”, CVPR ’16

• Image Classification
• Mnih et al, “Recurrent Models of Visual Attention”, NIPS ’14

• Image Generation
• Gregor et al, “DRAW: A Recurrent Neural Network For Image Generation”, ICML ’15

102



Image Captioning with Attention

• RNN focuses visual attention at different spatial locations when 
generating corresponding words during captioning.

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015 103



Image Captioning with Attention

104



Weighted combination of features

Distribution of attention over L locations

Image Captioning with Attention
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Image Captioning with Attention
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Weighted combination of features

Distribution of attention over L locations

Image Captioning with Attention
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Repeat the process until 
<EOS> token was generated

Image Captioning with Attention

108



Image Captioning with Attention
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Selected Attention Models 
for Image-Based Applications

• Image Captioning
• Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual 

Attention”, ICML ’15

• Visual Question Answering
• Zhu et al, “Visual7W: Grounded Question Answering in Images”, CVPR ’16

• Image Classification
• Mnih et al, “Recurrent Models of Visual Attention”, NIPS ’14

• Image Generation
• Gregor et al, “DRAW: A Recurrent Neural Network For Image Generation”, ICML ’15
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Visual Question Answering
• Examples of multiple-choice QA & pointing QA

111



Visual Question Answering with Attention

• Pointing-QA attention model

112



Visual Question Answering with Attention

The peaks of the attention maps reside in 
the bounding boxes of the target objects. 

The bottom two examples show QA pairs with 
answers not explicitly containing objects. 
The attention heat maps are scattered around 
the image grids. 
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Selected Attention Models 
for Image-Based Applications

• Image Captioning
• Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual 

Attention”, ICML ’15

• Visual Question Answering
• Zhu et al, “Visual7W: Grounded Question Answering in Images”, CVPR ’16

• Image Classification
• Mnih et al, “Recurrent Models of Visual Attention”, NIPS ’14

• Image Generation
• Gregor et al, “DRAW: A Recurrent Neural Network For Image Generation”, ICML ’15
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Glimpse Sensor & Glimpse Network

Mnih et al, “Recurrent Models of Visual Attention”, NIPS ‘14

Glimpse sensor: extracts a retina-like representation centered at lt-1
that contains multiple resolution patches.

Glimpse network: given location lt-1 and image xt, 
use the glimpse sensor to extract retina representation, 
which is mapped into a joint hidden space.

RNN-based model architecture: the core network takes the 
glimpse representation as input with the hidden state vector 
from the prevision step, and outputs the new hidden state 
resulting in location and action networks to predict the next 
location to attend and the associated action.
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Architecture: RNN with Attention Models

116

Core Network



Example Results
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Example: Actual Glimpse Path
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What We’ve Covered Today…

• Transfer Learning
• Visual Synthesis – Style Transfer

• Recurrent Neural Networks
• From RNN to LSTM & GRU
• Selected Models for Sequence-to-Sequence Learning
• Attention in RNN

• Next week: Transformer

119


	Deep Learning for Computer Vision��Fall 2022
	What to Be Covered Today…
	Transfer Learning for Image Synthesis
	Pix2pix
	Pix2pix
	CycleGAN/DiscoGAN/DualGAN
	CycleGAN
	UNIT
	UNIT
	Transfer Learning for Image Synthesis
	AdaIN
	AdaIN
	AdaIN (cont’d)
	AdaIN
	Transfer Learning for Image Synthesis
	Revisit: CycleGAN
	BicycleGAN
	BicycleGAN - Experiment
	DRIT
	Method – Main Framework
	Method – For Attribute Features
	Method – Inference phase
	Example Results
	What to Be Covered Today…
	What Are The Limitations of CNN?
	Example of (Visual) Sequential Data
	More Applications in Vision
	More Applications in Vision
	How to Model Sequential Data?
	How to Model Sequential Data?
	Recurrent Neural Networks
	Recurrence Formula
	Recurrence Formula
	Multiple Recurrent Layers
	Multiple Recurrent Layers
	投影片編號 36
	Example: Image Captioning
	投影片編號 38
	投影片編號 39
	投影片編號 40
	投影片編號 41
	投影片編號 42
	投影片編號 43
	Training RNNs: �Back Propagation Through Time
	Back Propagation Through Time (BPTT)
	Back Propagation Through Time (BPTT)
	Gradient Vanishing & Exploding
	Solutions…
	Variants of RNN
	Vanilla RNN vs. LSTM
	Long Short-Term Memory (LSTM)
	投影片編號 52
	投影片編號 53
	投影片編號 54
	投影片編號 55
	投影片編號 56
	投影片編號 57
	投影片編號 58
	投影片編號 59
	LSTM: Gradient Flow
	LSTM: Gradient Flow
	Variants of RNN
	LSTM vs. GRU
	Gated Recurrent Unit (GRU)
	Gated Recurrent Unit (GRU)
	Gated Recurrent Unit (GRU)
	Gated Recurrent Unit (GRU)
	Gated Recurrent Unit (GRU)
	Gated Recurrent Unit (GRU)
	投影片編號 70
	LSTM vs. GRU
	What to Be Covered Today…
	Sequence-to-Sequence Modeling 
	S-to-S Models with Alignment
	Sequence-to-Sequence Modeling (cont’d) 
	What’s the Potential Problem?
	What’s the Potential Problem? (cont’d)
	What’s the Potential Problem? (cont’d)
	Recent Advances of GAN-based Models�for Video-Based Applications
	Video Generation
	Video Generation
	Example Results
	Recent Advances of Attention models �in Video-Based Applications
	Video Prediction
	Video Prediction - Deterministic
	Video Prediction - Deterministic
	投影片編號 87
	投影片編號 88
	Video Prediction - Deterministic
	投影片編號 90
	投影片編號 91
	投影片編號 92
	What to Be Covered Today…
	What’s the Potential Problem of RNN?
	What’s the Potential Problem? (cont’d)
	RNN with Attention is Good, But..
	Solution Ver. 1: Attention Model
	Solution: Attention Model
	Solution: Attention Model
	Solution: Attention Model
	Solution: Attention Model
	Selected Attention Models �for Image-Based Applications
	Image Captioning with Attention
	Image Captioning with Attention
	Image Captioning with Attention
	Image Captioning with Attention
	Image Captioning with Attention
	Image Captioning with Attention
	Image Captioning with Attention
	Selected Attention Models �for Image-Based Applications
	Visual Question Answering
	Visual Question Answering with Attention
	Visual Question Answering with Attention
	Selected Attention Models �for Image-Based Applications
	Glimpse Sensor & Glimpse Network
	Architecture: RNN with Attention Models
	Example Results
	Example: Actual Glimpse Path
	What We’ve Covered Today…

